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A REVIEW OF CNN APPLICATIONS IN MEDICAL IMAGE ANALYSIS
Kübra UYAR1

INTRODUCTION
Artificial intelligence ( AI ) is a field of study that deals with the use of 

computers to mimic human cognitive functions. AI is accomplished when machines 
“intelligently” perform tasks based on algorithms. Machine learning (ML) is a branch 
of AI that focuses on the use of data and algorithms to mimic the way humans learn, 
gradually increasing its accuracy. Deep Learning which takes its name from deep 
neural networks does not require any human intervention; it is an ML technique 
that uses algorithms and large datasets to find patterns and generate outputs and 
responses. DL uses a “programmable neural network” that allows machines to make 
the right decisions without the help of humans. 

DL algorithms used in medical image analysis have become a reliable and 
robust tool. A dramatically huge increase in the amount of medical data directed 
the researchers to DL approaches. Thanks to mathematical models and hardware 
and software devices, DL has taken a wide place in this field. Deep neural network 
models are used for the learning process to extract features from various data such 
as images, sound, and text. DL has attracted the interest of researchers and has 
shown satisfactory results in different applications. DL methods are Convolutional 
Neural Network (CNN), Fully Convolutional Network (FCN), Recurrent Neural 
Network (RNN), Auto Encoders, and Restricted Boltzmann Machines ( RBM ).

Medical imaging techniques correspond to looking inside the body and alongside 
laboratory tests are one of the most common types of the medical treatment process. 
Scanning of different organs and anatomical structures is provided by several 
medical modalities. X-rays, computed tomography, magnetic resonance imaging 
(MRI), mammography, positron emission tomography (PET), retina photography, 
and ultrasonography are among medical imaging techniques. Some modalities are 
used to capture specific organs such as retina and dermoscopic photography while 
others can analyze multiple organs at once such as CT and MRI.

The primary aim of medical image analysis is to categorize images into multiple 
classes or discover and detect important information inside of the image. Since it 
supports medical experts in accurately diagnosing a disease, medical image analysis 
is crucial. DL methods provide earlier diagnosis of diseases, diminish the workload 
1 Selcuk University, Faculty of Technology, Computer Engineering, Konya, Turkey.
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of the medical experts, and prevent the conflict of opinions among doctors. 
This paper reviews the CNN model and its applications in medical imaging such 

as image classification, localization, detection, and segmentation.
The rest of this paper is organized as follows: Section 2 explains the basic 

structure of CNN model with layers. Medical image applications are detailed in 
Section 3. Finally, Section 4 summarizes the conclusions of the study.

CNN ARCHITECTURE
CNNs are a class of artifical neural network commonly used in computer 

vision applications. CNNs contain deep layers that transform the inputs into small 
fields with convolution filters. CNN consists of the input layer, convolution layer, 
activation layer, pooling layer, fully-connected layer, and classification layer as 
shown in Figure 1.

Figure 1. CNN architecture.

The details of the CNN layer are explained as follows:
The convolution layer enables the extraction of the features of the input image. 

Feature maps are created by circulating convolution filters that extract both low and 
high-level features on the input image. Feature maps are maps in which different 
features of the input data are extracted and the complexity of the model. Figure 
2 shows an example of a convolution operation applied to the image with a 3x3 
convolution filter.
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Figure 2. Convolution operation a 5x5 image with a 3x3 convolution filter.

The pooling layer reduces the spatial size of convolved features. Dimensional 
reduction in convolved features provides a decrease in the number of parameters 
and dimensions of the network. Although the reduction in size causes information 
loss, it is important that the computational load is reduced and the memorization 
in the network is minimized. Furthermore, this layer allows extracting dominant 
features Maximum and average pooling are two types of pooling operations. 
Figure 3 demonstrates the example of a 3x3 maximum pooling operation over 5x5 
convolved features.

Figure 3. 3x3 pooling over 5x5 convolved feature.

The activation layer determines how the outputs produced after the convolution 
process will change. Since nonlinear activation functions increase the complexity 
of the model, activation functions such as sigmoid, tangent hyperbolic, and ReLU 
are used. Activation functions also ensure that the outputs stay within a certain 
value range. ReLU activation function is generally preferred in CNN. This function 
outputs 0 for negative values, while it produces the same output for positive values. 
Equation 1 expresses the mathematical representation of the ReLU activation 
function.
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f (x) = max(0,x) (1)

The fully-connected layer is the last layer of the feature extraction part of CNN. 
This layer consists of a series of fully-connected layers. In this layer, all the neurons 
of the previous layer are connected to every neuron of the current layer. To prevent 
overfitting during training, dropout can be applied as shown in Figure 4.

Figure 4. Applying dropout in fully-connected layers [1].

The classification layer computes the cross-entropy loss for classification task.
Data augmentation methods [2-4] have a positive effect on the performance 

of DL netwoks. In case of insufficient data, data augmentation methods such as 
reflection, rotation, translation, cropping, and flipping can be used. It improves the 
performance of deep models and balances the datasets.

MEDICAL IMAGE ANALYSIS TASKS
Wide variations in pathology and the potential tiredness of medical experts 

result in situations that are prone to human error. However, computer-aided decision 
support systems developed using DL methods provide a significant contribution 
to medical professionals. Medical data obtained with different imaging techniques 
can be analyzed quickly with DL methods. Figure 5 shows some medical imaging 
applications using various medical imaging techniques.

Some medical image applications can be listed as follows: brain lesions 
segmentation, prostate segmentation, mammographic mass classification, diabetic 
retinopathy classification, nodule classification, skin lesion classification, breast 
cancer metastases detection, and bone suppression.
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Figure 5. Some medical imaging applications [5].

Brain, eye, chest, breast, cardiac, abdomen, musculoskeletal, heart, kidney, and 
liver are among mostly analyzed images using DL methods. The use of medical 
imaging in DL can be divided into for main tasks: classification, localization, 
detection, and segmentation as illustrated in Figure 6.

Classification
Classification of medical images is one of the most important problems in image 

recognition and it aims to classify medical images into various categories to help 
medical experts. Extracting effective features from the image and building models 
that classify the image dataset using features are the two main steps for medical 
image classification. The classification model extracts the features of the input 
image and assigns labels using those features.

There are both traditional and dep model methods to solve image classification 
problems. Support vector machines [6, 7], random forest [8] and color and texture 
[9-12] are among traditional methods. Deep models to classify medical images 
contain [13-17]. In traditional methods color, texture, and shape features that are 
gained through experience are needed to classify images. For deep models, they 
extract the features of the input image during network training. In the experimental 
studies, pre-trained CNN models can be used for the classification task.
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Figure 6. Computer vision tasks[18].

Analyzing lung nodules in breast X-ray images, classifying histological and 
histopathological images, and detecting Alzheimer’s disease or diabetic retinopathy 
are some medical image classification problems.

Localization
Localization is carried out by classifying pixels depending on image information 

in their neighborhood. Prediction of the object in the image, bounding box drawing, 
and labeling are the main steps of localization. There are some deep method solutions 
for medical image localization and orientation detection [19-22]. Localization of the 
liver, heart, kidney, and spleen are among localization applications.

Detection
Detection is the detection of instances of semantic objects of a particular class 

found in images. Object detection provides the coordinates of the detected object on 
the image. With the founded coordinates, the area where the object will be enclosed 
with a frame is also determined. Detection of lesions in a scan (e.g., MRI, CT) is 
important both for the patient and the medical expert. Region-based CNN models 
such as R-CNN, Fast R-CNN, and Faster R-CNN are widely used for the detection 
of abnormal parts or specified organs in medical images.

There are some deep method solutions for medical image detection [23-26]. 
Detection of abnormal lymph nodes, detection of cancerous lung tissues, and 
detection of lesions are among the detection applications. 
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Segmentation
Segmentation is used to specify the classes of objects in the image as well as 

their boundaries with masks rather than bounding boxes. There are two different 
segmentation techniques: semantic segmentation and instance segmentation. 
Semantic segmentation detects all objects in an image at the pixel level and extracts 
regions with objects belonging to different classes. Thus, all objects in the image are 
grouped separately. In instance segmentation, each pixel is assigned a certain class, 
but two different objects in the same class have different colors from each other. 
The segmentation model divides the image into many regions. U-Net model and its 
variations are mostly used as deep models for segmentation problems [27].

Medical image segmentation difficult task because of various challenges such as 
type of pathology and biological variations. There are some deep-method solutions 
for medical image segmentation [28-33]. 

Automatic segmentation of the organs such as the liver, prostate, or brain is 
significantly important for the planning of the surgery and preventing surgical errors.

CONCLUSIONS
DL is one of the most popular methods used in medical imaging analysis. DL, 

which has algorithms with different network architectures, is widely used in the 
field of health, especially in medical images. These methods are frequently used in 
areas such as early diagnosis of diseases, early treatment, reducing the workload 
of medical experts, and different expert opinions. Classification, localization, 
detection, and segmentation are well-known tasks in medical image processing.

Images obtained with different medical imaging techniques lead to the formation 
of large data sets. DL methods are preferred instead of traditional methods in the 
analysis of large-scale medical data. It can be concluded that there is no specific 
algorithm or methodology that works well for all medical data. The characteristics 
of the specific data should be evaluated and then should be experimented with 
related DL methods.



12 INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

REFERENCES
[1] Srivastava, N., et al., Dropout: a simple way to prevent neural networks from overfitting. The 

journal of machine learning research, 2014. 15(1): p. 1929-1958.
[2] Perez, L. and J. Wang, The effectiveness of data augmentation in image classification using deep 

learning. arXiv preprint arXiv:1712.04621, 2017.
[3] Xu, Y., et al., Improved relation classification by deep recurrent neural networks with data 

augmentation. arXiv preprint arXiv:1601.03651, 2016.
[4] Wong, S.C., et al. Understanding data augmentation for classification: when to warp? in 2016 

international conference on digital image computing: techniques and applications (DICTA). 
2016. IEEE.

[5] Litjens, G., et al., A survey on deep learning in medical image analysis. Medical Image Analysis, 
2017. 42: p. 60-88.

[6] Zhang, Y.D., et al., Magnetic resonance brain image classification based on weighted‐type 
fractional Fourier transform and nonparallel support vector machine. International Journal of 
Imaging Systems and Technology, 2015. 25(4): p. 317-327.

[7] Zhang, Y., et al., Magnetic resonance brain image classification via stationary wavelet transform 
and generalized eigenvalue proximal support vector machine. Journal of Medical Imaging and 
Health Informatics, 2015. 5(7): p. 1395-1403.

[8] Ramírez, J., et al., Computer aided diagnosis system for the Alzheimer’s disease based on partial 
least squares and random forest SPECT image classification. Neuroscience letters, 2010. 472(2): 
p. 99-103.

[9] Barata, C., et al., Two systems for the detection of melanomas in dermoscopy images using texture 
and color features. IEEE systems Journal, 2013. 8(3): p. 965-979.

[10] Riaz, F., et al., Content-adaptive region-based color texture descriptors for medical images. 
IEEE journal of biomedical and health informatics, 2015. 21(1): p. 162-171.

[11] Iyatomi, H., et al., An improved internet-based melanoma screening system with dermatologist-
like tumor area extraction algorithm. Computerized Medical Imaging and Graphics, 2008. 32(7): 
p. 566-579.

[12] Stoecker, W.V., et al., Detection of granularity in dermoscopy images of malignant melanoma 
using color and texture features. Computerized Medical Imaging and Graphics, 2011. 35(2): p. 
144-147.

[13] Li, Q., et al. Medical image classification with convolutional neural network. in 2014 13th 
international conference on control automation robotics & vision (ICARCV). 2014. IEEE.

[14] Bar, Y., et al. Deep learning with non-medical training used for chest pathology identification. in 
Medical Imaging 2015: Computer-Aided Diagnosis. 2015. SPIE.

[15] Shin, H.-C., et al., Deep convolutional neural networks for computer-aided detection: CNN 
architectures, dataset characteristics and transfer learning. IEEE transactions on medical 
imaging, 2016. 35(5): p. 1285-1298.

[16] Chan, T.-H., et al., PCANet: A simple deep learning baseline for image classification? IEEE 
transactions on image processing, 2015. 24(12): p. 5017-5032.

[17] Ciregan, D., U. Meier, and J. Schmidhuber. Multi-column deep neural networks for image 
classification. in 2012 IEEE Conference on Computer Vision and Pattern Recognition. 2012.

[18] Cheng, P.M., et al., Deep learning: an update for radiologists. Radiographics, 2021. 41(5): p. 
1427-1445.

[19] Zhao, Y., et al., Deep learning solution for medical image localization and orientation detection. 
Medical Image Analysis, 2022. 81: p. 102529.

[20] Roth, H.R., et al. Anatomy-specific classification of medical images using deep convolutional 
nets. in 2015 IEEE 12th international symposium on biomedical imaging (ISBI). 2015. IEEE.



13INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

[21] Shin, H.-C., et al., Stacked autoencoders for unsupervised feature learning and multiple organ 
detection in a pilot study using 4D patient data. IEEE transactions on pattern analysis and 
machine intelligence, 2012. 35(8): p. 1930-1943.

[22] Liao, H., A. Mesfin, and J. Luo, Joint Vertebrae Identification and Localization in Spinal CT 
Images by Combining Short- and Long-Range Contextual Information. IEEE Transactions on 
Medical Imaging, 2018. 37(5): p. 1266-1275.

[23] Yildirim, O., et al., Automated detection of diabetic subject using pre-trained 2D-CNN models 
with frequency spectrum images extracted from heart rate signals. Computers in Biology and 
Medicine, 2019. 113: p. 103387.

[24] Srivastava, S., et al., Comparative analysis of deep learning image detection algorithms. Journal 
of Big Data, 2021. 8(1): p. 66.

[25] Ganatra, N. A Comprehensive Study of Applying Object Detection Methods for Medical 
Image Analysis. in 2021 8th International Conference on Computing for Sustainable Global 
Development (INDIACom). 2021.

[26] Valverde, C., et al., Automated detection of diabetic retinopathy in retinal images. Indian journal 
of ophthalmology, 2016. 64(1): p. 26.

[27] Ronneberger, O., P. Fischer, and T. Brox. U-net: Convolutional networks for biomedical image 
segmentation. in International Conference on Medical image computing and computer-assisted 
intervention. 2015. Springer.

[28] Akkus, Z., et al., Deep Learning for Brain MRI Segmentation: State of the Art and Future 
Directions. Journal of Digital Imaging, 2017. 30(4): p. 449-459.

[29] Wang, R., et al., Medical image segmentation using deep learning: A survey. IET Image 
Processing, 2022. 16(5): p. 1243-1267.

[30] Brosch, T., et al., Deep 3D convolutional encoder networks with shortcuts for multiscale feature 
integration applied to multiple sclerosis lesion segmentation. IEEE transactions on medical 
imaging, 2016. 35(5): p. 1229-1239.

[31] Li, X., et al., 3D multi-scale FCN with random modality voxel dropout learning for Intervertebral 
Disc Localization and Segmentation from Multi-modality MR Images. Medical Image Analysis, 
2018. 45: p. 41-54.

[32] Ronneberger, O., P. Fischer, and T. Brox. U-Net: Convolutional Networks for Biomedical Image 
Segmentation. in Medical Image Computing and Computer-Assisted Intervention – MICCAI 
2015. 2015. Cham: Springer International Publishing.

[33] Thomas, E., et al., Multi-Res-Attention UNet: A CNN Model for the Segmentation of Focal 
Cortical Dysplasia Lesions from Magnetic Resonance Images. IEEE Journal of Biomedical and 
Health Informatics, 2021. 25(5): p. 1724-1734.



ARTIFICIAL INTELLIGENCE APPLICATIONS IN FOOTBALL: A REVIEW
Mustafa AL-ASADI1, Kübra UYAR2

INTRODUCTION
Football is the world’s most popular sport, both in terms of players and spectators. 

Football’s popularity has grown recently, making it an important part of the global 
economy. Machine learning (ML) is a branch of artificial intelligence (AI) that can 
be used to transform football statistical data into valuable information for coaches 
to use in analyzing opponents and making real-time decisions.

In this chapter, we will review three models of football clubs that rely on machine 
learning in their training programs, which are Benfica F.C. of the Portuguese Football 
League and the Seattle Reign football club of the U.S. women’s football league, 
and theoretical studies related to this area will be reviewed in the literature review. 
Benfica F.C., In the last years, started using machine learning and technology to 
become one of the best clubs in the world by using a high-tech training simulator 
system called 360S, this system gives users access to training facilities. The system 
has helped Benfica win four domestic leagues over the past four years, and this 
system has also helped Benfica generate more than $350 million through the sale 
and transfer fees of players. The 360S lab is outfitted with canons that fire footballs 
at players and light-emitting diodes that provide ever-changing targets, along with a 
variety of sensors and computers as illustrated in Figure 1. By using the technology 
of tracking GPS, experts can supervise players’ work rates in the training stadium. 
The trackers can keep track of a player’s speed, distance covered during play, and 
pulse rate per game. All of this data can be used to forecast player injuries. Once the 
members of the team enter the campus, all their activity is recorded and stored in 
the “data repository” [1].

1 KTO Karatay University, Computer Engineering, Konya, Turkey, mustafa.alasadi@karatay.edu.tr
2 Selcuk University, Computer Engineering, Konya, Turkey, kubrauyar@selcuk.edu.tr
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Figure 1. Target Wall L.E.D. of 360s System

The 360S relies on an LED wall, an automated “ball boy,” and GPS tracking 
and uses fully customizable computer software to analyze performance and allow 
players to work on their skills [2].

Figure 2 is an example of working 360s in the analysis of quality sleep for the 
player based on his self-reported data and his sleep tracker. The figure show that the 
player is suffering from an insufficiency of sleep—both quantity and quality. As a 
result, the coaching staff might decide to switch player halfway through the game 
for a better-rested player [3].

Figure 2. Analyze a Quality Sleep for Players in 360s System

In the middle of 2017, the Seattle Reign football club started using a new 
platform designed by POP digital marketing agency and Microsoft Corp., as shown 
in Figure 3. With the help of the Sports Performance Platform, sports teams can 
learn about how well their team and players are doing in order to come up with 
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useful insights that can affect how well they perform on the field. Using machine 
learning and predictive modeling, sports scientists can learn about athlete readiness, 
injury prevention, practice design and management, longitudinal player reports, and 
talent identification thanks to the platform. Additionally, teams can use the Sports 
Performance Platform to communicate important insights to team personnel like 
coaches, players, and management in order to guide decision-making that improves 
performance.

The platform uses sensors and surveys that athletes complete prior to, during, and 
after matches and training as well as wearable devices on the athletes to calculate 
their performance. The coaches can use this system to create reports that compare 
data over a wide range of timelines, such as comparing the first and second halves of 
a game. The platform would keep track of trends over time, such as how a player’s 
performance was affected by how many hours of sleep they got before a match. 
This would help coaches better understand athletes and make adjustments to their 
training to improve performance. Data visualizations of the performance platform 
depend on the Microsoft Power BI reports. Further, the data housed by the system 
lives on the Microsoft Azure cloud computing platform [4].

Figure 3. Microsoft’s Performance Platform for Seattle Reign F.C.

LITERATURE REVIEW
As a result of a literature review, ML has been used in five topics in football 

which are: 
1- Predict football match result
2- Predict football players’ injuries
3- Evaluate players and select the best players for the formation 
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4- Predict player skills, wages, and value
5- Football analytics
We explained the most important algorithms used in research and their efficiency 

and sources of data collection and the most important attributes affecting research.

Predict Football Match Result
A lot of efforts have been made to predict the results of the matches and to select 

the important variables in the prediction process. Prediction is critical in football to 
help club managers and coaches decide which matches and tournaments to enter. 
Businesses and gamblers have been trying to predict football game results for both 
tournaments and single matches. On the other hand, organized football gambling 
has developed into a growing industry and is now worth billions. As a result, there 
is much literature on match prediction models. In this section, we will present an 
overview of the most relevant research on match result prediction.

Hijmans et al. [5] proposed a learning algorithm through multiple data mining, 
which was analyzed and compared to determine the appropriate model for predicting 
the Dutch football team’s matches. One single model is chosen based on the 
prediction results of the Nave Bayes model, a random tree model, and a k-nearest 
neighbor model. The random tree model, which had the most predictive power, is 
used to examine the results in greater depth.

Razali et al.[6] proposed a Bayesian network-based learning algorithm for 
predicting matches’ outcomes in terms of win at home (H) or win away (A) or draw 
(D). For the three seasons 2011, 2012, and 2013, the English League is chosen. 
Prediction accuracy has been evaluated through K-fold cross-validation. The 
predicted accuracy of Bayesian networks is 75.09 percent.

Kınalıoğlu et al. [7] using ANN, SVM, and KNN algorithm techniques, we 
predicted the outcomes of 15 elimination rounds in the 2017 UEFA Champions 
League, including eight second rounds, four quarterfinals, a semi-final, and the final. 
“whoscored.com” provided the statistical data for seven seasons played between 
2010 and 2016. Soccer statistics are compiled and used as training data by this host 
on a regular basis. The study concluded with a comparison of the various prediction 
methods’ success rates.

Velcich [8] attempted to predict the outcomes of European league games using 
machine learning methods. The researcher calculated parameters for several 
machine learning algorithms using match statistics from Football-Data.co.uk: 
support vector machines, a random forest classifier, quadratic discriminant analysis, 
and polynomial regression

A logistic regression model designed to predict the English League’s home or 
away wins for the 2015–2016 season was proposed by Prasetio [9]. Additionally, 
they utilized FIFA game data. The constructed model had a prediction accuracy of 
69.5%.
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Bo Shen [10] proposed a neural network-based learning algorithm for predicting 
soccer games’ outcomes based on a variety of factors, including the skills of players 
and coaches, the effect of home ground on away ground, team tactics, and so on. 
Football manager (FM), a computer game, served as their data source. They were 
able to predict soccer football results with a test error of about 25%, proving that the 
neural network is the best model for the problem.

Wang et al. [11] proposed a learning algorithm that uses artificial neural networks 
to predict soccer matches’ outcomes based on a variety of factors, such as the 
abilities of coaches and players; the home field away from the ground effect; team 
strategies; and so on.

Tax et al. [12] proposed a public data-based system for the Dutch Eredivisie to 
predict matches. A self-created public dataset containing match data from thirteen 
seasons of the Dutch Eredivisie was used for model training. A few mixes of 
dimensionality decrease strategies and grouping calculations have been tried on the 
common information preparing set in an organized manner. A multilayer perceptron 
classifier or Naive Bayes was used in conjunction with principal component analysis 
(PCA) to achieve the highest prediction accuracy on the public data feature set (with 
15% variance).

Igiri [13] wanted to find out how well the support vector machine could predict 
match outcomes. A Gaussian combination kernel type is used to generate 79 support 
vectors after 100,000 iterations. 16 example football match results (data sets) were 
trained to predict 15 matches. The results revealed a prediction accuracy of 53.3%, 
which is relatively low. A study-developed SVM-based system is insufficient for 
this application domain.

Gomes et al. [14] proposed a decision support system to help customers of 
bookmakers increase profits on football-related bets. The goal of the project was to 
help people who bet on football win (away, home, or draw) and make more money.

Shin et al. [15] suggested using virtual games like FIFA to predict the outcome of 
a match. The real-time prediction was combined with the features of several players 
using logistic regression and linear support vector machines, with an accuracy 
predictor of 75% and a virtual predictor of 80%, respectively.

Arabzad et al. [16] proposed machine learning algorithms for predicting the 
outcome of one week’s play in the Iranian football league for the 2013-2014 season 
using games from the previous seven leagues; The outcomes have demonstrated that 
neural networks can predict match outcomes.

By analyzing football games from various leagues, Yezus [17] sought to 
determine whether it is possible to accurately predict sports games’ outcomes. There 
are two factors at play. To begin, carefully select the features that appear to be 
significant and evaluate their impact on the match’s outcome. Second, by employing 
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techniques from machine learning like KNN, Random Forest, logistic regression, 
SVM, etc., He tried several times to build a model that could accurately predict the 
outcome of the match. However, it appears to be extremely challenging to succeed 
in this field. The study’s overall success can be attributed to its 70% accuracy in 
predicting the outcome.

Moroney [18] suggested looking at football scores from football-data.co.uk to 
see if match facts, like goals, fouls, shots on target, and other things, were present. 
can predict how a match will end. The goal is to improve the skills learned in the 
course in areas like databases, programming, statistics, business analysis, and 
data mining. The construction of a database, statistical analysis in R, and machine 
learning in WEKA were used to carry out the analysis. Fouls, shots on goal, and 
other factors all have correlations, as the study demonstrated. and that match facts 
can be used to predict the game’s outcome.

Igiri et al. [19] offered suggestions for data analyses; They use a tool called rapid 
miner and a process called Knowledge Discovery in Database to predict who will 
win the match. Both artificial neural networks and logistic regression are utilized as 
classifiers. The prediction of the match winner is made with an accuracy of 93%.

Ulmer et al. [20] proposed a hidden Markov model, Naive Bayes, Linear from 
stochastic gradient descent, Random Forest, and Support Vector Machine machine 
learning algorithm, for predicting English Premier League football match outcomes. 
To determine the most effective strategy, the accuracy of each model was calculated. 
After comparing all of the previous approaches, they discovered that support vector 
machines were the most effective, with a prediction accuracy of between 55 and 69 
percent.

Owramipur et al. [21] suggested utilizing a Bayesian Network (BN) to forecast 
Barcelona Football Club matches. The Spanish football league’s 2008-2009 season 
was the subject of the investigation. They discovered that the Bayesian Network 
(BN) can correctly predict the outcomes of upcoming football matches, with 92% 
accuracy.

Constantinou et al. [22] proposed utilizing a Bayesian organization model for the 
expectation Football result as per information and information, to anticipate English 
Chief Association (EPL) matches before they start, and exhibited benefit against all 
of the market chances, and contrasted and one more distributed football forecast 
models, pi-football it demonstrated outstandingly precise in expectation. 

Hucaljuk et al. [23] are solutions to the problem of predicting football outcomes 
that are proposed by means of a machine learning model. Throughout the model’s 
development, a number of tests were conducted to select the best attributes and 
classifications. This model’s outcomes demonstrate a strong capacity for prediction.

Huang et al. [24] proposed a multilayer perceptron-based prediction model with 
a backpropagation learning rule. If the draw games are excluded, the prediction 
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accuracy based on the M.L.P. method can reach 76.9%. The multilayer perceptron 
(MLB) with backpropagation neural network learning is the foundation of the 
prediction system. The model’s prediction accuracy was 76.9%.

A method that outperforms bookmakers’ odds for predicting football matches 
has been proposed by Buursma [25]. The teams’ previous performances serve as the 
foundation for the predictions for the games.

Van Gemert et al. [26] proposed a statistical model for Premier League football 
full-time scores. The statistical model takes into account the relationship between 
the home and away teams’ respective goalscoring totals. The censored zero-inflated 
Poisson distribution and the censored Negative Binomial distribution were compared 
for the marginal distributions of the number of home and away goals. Additionally, 
the profitability of these models in comparison to bookmakers was examined.

Joseph et al. [27] suggested using a Bayesian network and machine learning 
algorithms to predict whether Tottenham Hotspur football club would win, lose, or 
draw a match. The Naive Bayesian Data-Driven Bayesian, MC4, K-nearest neighbor 
learner, and decision tree learner are all examples of machine learning techniques. 
The findings demonstrated that the predictive accuracy of the Bayesian network is 
superior to that of other methods.

Rotshtein et al. [28] suggested utilizing a fuzzy knowledge base based on 
the outcomes of previous matches. Based on previous results, they come to the 
conclusion that the match’s development can be predicted.

The study of the literature in this area makes it abundantly clear that the majority 
of the machine learning algorithms used to predict matches’ outcomes were limited 
to predicting wins, losses, and draws.

Predict Football Players’ Injuries
In football, injuries are a big problem. It is thought to be the main reason football 

players don’t go to games or practice, as well as the cost of their rehabilitation. 
Consequently, there is research on football players’ injury prediction. The most 
significant studies on using machine learning to predict player injuries are listed 
below:

Based on machine learning and G.P.S. measurements, Rossi et al. [29] proposed 
a multidimensional approach to injury prediction in professional football. They 
use G.P.S. technology to collect information about how much work players at a 
professional football club put into training each season. By providing a collection 
of football practitioners’ relevant case studies, they demonstrate the accuracy and 
interpretability of their injury predictors.

Carey et al. [30] examined Australian football players and proposed a learning 
algorithm for predicting athlete ratings of perceived exertion (RPE). Over the course 
of a full season, 45 players’ heart rates and accelerometers were used to collect the 
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data from the global positioning system. The study has demonstrated, through the 
use of machine learning, that Australian football players’ RPE can be predicted. 
Classification and linear models performed worse than regression modeling.

A learning algorithm was proposed by Kampakis [31] to investigate the 
predictability of football injuries. Together with Tottenham Hotspur F.C., this work 
was completed; The Gaussian process model was used to predict injuries, while 
negative binomial and ordinal regression as well as Poisson were used to predict 
the recovery time of injuries. Three studies were carried out: predicting an intrinsic 
injury, predicting the recovery time of injuries, and predicting player injuries. 
Finally, a different kind of algorithm—supervised P.C.A., naive Bayes, random 
forests, SVM, ANN, Ridge Logistic Regression (RLR), and KNN—was used to 
solve the third problem—predicting intrinsic damage.

19 Australian League football players were monitored for a full season using 
(G.P.S.) units in training and preseason games by Ehrmann et al. [32] to examine the 
relationship between variables measured by G.P.S. in gameplay and training. During 
the season, noncontact soft tissue injuries were documented, which indicated an 
increase in training and game intensity that led to injuries.

Kampakis [33] attempted to determine whether information at the time of injury 
could be used to predict the injured player’s recovery time. Additionally, he employed 
three machine learning techniques—gothic processes, neural networks, and support 
vector machines. The data used in the tests came from Tottenham Hotspur F.C. The 
findings of the study show that this task can be done with some accuracy.

Venturelli et al. [34] employ a multivariate survival model (specifically, Cox 
regression) for youth players to investigate the factors that raise muscle pull risk. 
The study has demonstrated that the most significant factor is previous injuries. In 
addition, it demonstrated that having a larger stature increased the likelihood of 
muscle pull.

Brink et al. [35] aim to find out how measures to monitor stress and recovery, as 
well as their analysis, help to prevent injuries and illnesses in elite young football 
players. 53 elite football players between the ages of 15 and 18 participated in the 
study. To distinguish actual pressure, football players recorded preparing, span of the 
game, and assessment of the course of tension for two cutthroat periods through day 
to day preparing logs. Injury and illness data were gathered using FIFA’s standard 
recording system, and M.R.A. was used to calculate OR and 95% C.I.s for injuries 
and illnesses, indicating that injuries are linked to physical stress.

According to the medical analysis of the players, machine learning algorithms 
were used to predict injuries in the players, particularly those involving the heart 
and muscles, as well as the durations of recovery from injuries.
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Evaluate Players and Select Best Players for Formation 
The final success of the selection of players and team formation is determined 

by how effectively the players are grouped together. To assist trainers in this field, 
highly structured models have been developed. The most significant studies on 
using machine learning to evaluate players and select the best players for formations 
are listed below:

Sathe et al. [36] proposed support vector machines, random forests, and naive 
Bayes as machine learning algorithms for feature selection in English premier 
league football.

Vroonen et al. [37] proposed a projection framework for Pertinent, roused by the 
CARMELO framework. APROPOS uses a historical dataset to search for player 
potential.

Soto-Valeroet et al. [38] suggested using principal component analysis (PCA) 
to describe football players’ positions using a model-based Gaussian clustering 
method. 40 FIFA video features and 7705 players are used to test this model. There 
were three positions for the players to play. In addition, they discovered that the 
most distinct variable among various mixed player combinations was dribbling.

Asif et al. [39] was a one-of-a-kind instance in which a rating system for 
quantitatively assessing a player’s performance was desired. This would ultimately 
empower forecasts deductions on different variables, like player execution or match 
results. Diverse sources were needed to gather player rating data; However, the 
methods used to collect such data are outlined in this Case Study.

The Player Performance Index (PPI), a statistic-based performance rating system 
for the Bundesliga, was proposed by Klaiber [40].

Abidin et al. [41] suggested a suitable research method that can be used in a 
Decision Support System (D.S.S.) study, particularly when the development of 
system artifacts is one of the research goals. The plan of the exploration strategy 
depended on the consummation of a football D.S.S. improvement that can assist 
with deciding the place of a player and the best group development to be utilized 
during a game. Researchers discovered, after reviewing the relevant literature for 
this study, that the conventional rainfall System Development Life Cycle (SDLC) 
approach and the Case Study approach must be combined to help structure the 
research task and phases and contribute to the achievement of the research goals.

Cotta et al. [42] suggested making use of FIFA game data as the dataset. They 
look at two recent topics that have been talked about a lot to justify their use and talk 
about possible applications.

Uzochukwu et al. [43] proposed a model that employs a neural network approach 
to identify these significant attributes for each player and divides them into four 
major categories for the purpose of player selection. These categories are the player’s 
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technique, speed, physical status, and resistance. The outcome has demonstrated 
that a neural network can be used to select football team members.

Sarda et al. [44] suggested using a genetic algorithm to find the best solution to 
the team selection problem and team formation. They developed a model in this 
paper that combines a well-established quantitative approach with a few novel 
additions, such as characteristics pertaining to a player’s individual and collective 
performance and the collaborative work of other players in the group.

Enefiok et al. [45] suggested a better system for managers to use in team 
selection that was made with fuzzy logic and artificial neural networks. The outcome 
demonstrates that the new decision support system has improved decision accuracy 
for player selection.

Tavana et al. [46] proposed a method for selecting the best football team 
formation in two steps: selecting the players first, then selecting the best formation. 
The players are evaluated using a hazy ranking in the first step, and the best 
performers are chosen for the team. A fuzzy inference system is used in the second 
phase to evaluate the various combinations of the selected players and determine the 
best team formations. This method improves the quality of the coaches’ decisions 
and helps them solve decision-making issues. When evaluating players, coaches’ 
judgments are essential; As a result, the coaches’ cognitive abilities determine the 
model’s effectiveness.

Kumar [47] tries to discover the hidden information that experts use to 
assign ratings to football players by attempting to classify them according to the 
performance of the essential player. The researcher used various Machine Learning 
algorithms and conducted three classification experiments. The best performance 
metric ratings prediction results had a mean absolute error of 0.17.

Bazmara et al. [48] proposed a KNN learning calculation to assess football gifts 
for legitimate positions thinking about player abilities. Real data is used to make 
the selection of players using the proposed method; Furthermore, the outcomes 
demonstrate this strategy’s high efficiency.

The A.H.P. decision support system (D.S.S.) was proposed by Febianto [49] 
to support a player’s ideal placement by selecting an appropriate player based on 
multiple criteria. D.S.S. would use A.H.P. as a model for various weighing in the 
selection process and assist the trainer in making the right choice. For related issues, 
literature, observation, and interviews are used as data collection methods. A data 
flow diagram (DFD) and an entity-relationship diagram (E.R.D.) are also used in an 
organized approach to data analysis models and procedures.

The literature review in this area yielded a few models for predicting the player’s 
preferred team position, which were limited to attack, defense, and midfielder. In 
addition, a few algorithms are utilized for this purpose.
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Predict Player Skills, Wages, and Value
Managers may be able to make better decisions about selling, buying, and 

renewing contracts by anticipating player skills, wages, and value. One of the most 
important ways to identify a player’s talent is to also show their skill at passing, 
dribbling, and controlling the ball. Where these skills are the player’s necessary 
technical skills, dribbling skill, in particular [50], is considered crucial to the 
match’s outcome [51], and a previous study [38] found that dribbling was the most 
distinguishing variable among player skills. The most significant studies on using 
machine learning to predict player skills, wages, and value are listed below.

Using data on more than 15,000 players from the football simulation video game 
FIFA 2017, Dey [52] proposed a multilayer perceptron neural network to predict 
a soccer player’s price. Experiments with various activation functions, layers and 
neurons, learning rate and decay, Nesterov momentum-based stochastic gradient 
descent, L2 regularization, and early stopping were used to improve the network. The 
trade-offs between the various aspects of neural network training are investigated 
simultaneously. The final model is accurate to within 6.32% of the actual price for 
any footballer, with a top-5 accuracy of 87.2% across 119 pricing categories.

Yaldo et al. [53] proposed a quantitative and objective method for evaluating the 
skills of football players to determine their wages. The experimental results show 
that the Pearson correlation between the players’ actual and expected salaries is 0.77 
(p 001) using data from 6082 players.

He et al. [54] demonstrated how extensive data sources and machine learning 
methods could be used to design players’ market value and performance in La Liga.

from the study of this region’s literature. We noticed that a number of models 
had been created to categorize players and national teams based on how well they 
performed. A model has been developed to estimate the player’s market value based 
on his abilities and comprehension.

Football Analytics
To support training decisions, sports analysis makes use of quantitative data 

analysis of performance data. An analysis of performance data and research with a 
clear, practical purpose is sports analysis. Training programs, game development, 
player recruitment, and building strategies all benefit from sports analysis. Numerous 
commercial businesses have recently emerged to provide the sport’s elite with data 
collection and analysis thanks to technological advancements [55]. The availability 
of match-by-match tracking data sparked a flurry of interest in football analytics. 
There is limited research in football analytics using Machine Learning methods 
that focuses on identifying formations and analyzing football game play [37]. 
There are many Games Examination Organizations giving tremendous volumes of 
information in measurable bundles and information perceptions. Prozone and Opta 
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Sports are the two businesses that have the greatest impact. The most significant 
studies on football analysis are listed below:

Wagenaar et al. [56] looked at how to use position data in football to use machine 
learning to predict opportunities for goals. For this issue, they suggest utilizing 
deep learning convolutional neural networks. The outcomes show that Google Net 
engineering is superior to any remaining strategies with an exactness of 67.1%.

Brooks et al. [57] suggested creating a novel player ranking system based on 
the value of passes completed. The relationship between pass locations and shot 
opportunities created during the possession is the foundation for this value. The 
model was built using data from the 2012-2013 La Liga season.

Sgro et al. [58] compare and contrast the technical performance profiles of the 
various teams during the 2016 European Football Championship. A k-implies bunch 
examination was for starters performed to recognize the nearby matches of that 
competition. After that, the Union of European Football Championship (UEFA) 
team-match statistics were gathered.

Horton et al. [59] suggested constructing a framework for rating each pass as 
“good,” “OK,” or “bad” based on the quality of the access and dividing passes 
made during a football game into these three categories. A list of tokens and player 
trajectories are required. The classification function was learned using supervised 
machine learning algorithms in the chosen method. Five classifiers were used in the 
experiments. They started by employing three distinct regularized cost functions in 
multinomial logistic regression. Second, the RUSBoost and Support Vector Machine 
algorithms were used as classifiers. On the pass labeling mission, they produced a 
classifier with 86 percent accuracy as a result.

Lasek et al. [60] gave an overview of how well the rating systems used by various 
football teams could predict outcomes. The FIFA ranking served as the primary 
standard. This system can perform better than the FIFA ranking, as demonstrated by 
their experiences.

Gedikli et al. [61] proposed the vision system ASPOGAMO, which can estimate 
the motion trajectories of football players captured on video. By employing model-
based vision algorithms for player and camera estimation, the system achieves a 
high level of robustness.

Due to a lack of data, the literature review in this region revealed that few studies 
had been conducted to analyze sports, particularly football. Video games like FIFA 
Soccer, P.E.S., and Football Manager have been used to collect some sports analytics 
data.
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CONCLUSIONS
Through their role in converting football statistics into useful information that 

assists teams, coaches, and athletes in analyzing opponents and making better 
decisions in real time, the study has demonstrated that machine learning plays a 
significant role in football. There have been a variety of machine learning methods 
utilized in this field.

This study’s most significant findings are as follows:
1- Predicting football match outcomes has been the primary focus of previous 

research using machine learning techniques in football analytics. As a result, 
we recommend that developers investigate other topics like predicting injuries 
to football players or the best team formation.

2-  Given that previous research has demonstrated that data collected from video 
games like FIFA, PES, and Football Manager can improve the quality of 
predictions, we recommend that game developers use these games as a data 
source.

3- Previous research has demonstrated that the Structured System Analysis and 
Design Methodology (SSDM) and the Object-Oriented Methodology (OOM) 
are the two primary approaches to the construction of prediction system 
models. For this reason, we recommend that web-based system developers 
employ SSDM.
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HYBRID GREY WOLF WITH HARRIS HAWKS OPTIMIZATION FOR 
BENCHMARK FUNCTIONS

Mustafa Serter UZER 1 , Onur INAN 2

INTRODUCTION
Solving some classes of problems using classic mathematical programming 

methodologies is rather challenging because many issues in machine learning and 
artificial intelligence frequently have a continuous, discrete, limited, or uncontrolled 
nature [1-3]. Because of their simplicity, ease of implementation, and problem-solving 
power, metaheuristic algorithms have been created and used for a range of problems 
as rival problem-solver. Furthermore, neither the mathematical characteristics nor 
the gradient information of the goal landscape is necessary for the basic operations of 
these systems. The main drawback of most metaheuristic algorithms, nevertheless, 
is that they frequently exhibit a delicate sensitivity to the adjustment of user-defined 
parameters. Another drawback issue is that the global optimum may not always 
be reached by the metaheuristic algorithms [1, 4]. Therefore, new metaheuristic 
optimization algorithms are constantly being developed to take advantage of their 
advantages and eliminate their disadvantages, or new hybrid algorithms are derived 
by combining these improved algorithms with other algorithms. Meta-heuristic 
techniques can be categorized into three groups: swarm-based, physics-based, and 
evolutionary-based [5]. Examples of swarm-based optimizations from the literature 
include: Butterfly Optimization Algorithm(BOA) [6], Harris Hawks Optimization 
(HHO) [1], Artificial Bee Colony (ABC) [7], Particle Swarm Optimization (PSO) 
[8], Whale Optimization Algorithm (WOA) [5], Optimal Foraging Algorithm (OFA) 
[9], Grey Wolf Optimization (GWO) [4].

The HHO algorithm is an optimization method that simulates the event of 
several hawks collaboratively attacking from different directions to confuse prey. 
According to the escape plans of the prey, hawks have developed various hunting 
strategies. As a result of the mathematical modeling of these various strategies, 
HHO was formed [1]. GWO is an optimization algorithm that models grey wolves’ 
strategies to capture prey in the wild, and Mirjalili et al. developed it [4]. It is 
based on cooperative hunting techniques developed by grey wolves in accordance 
with their social hierarchies. Whale optimization algorithm (WOA), is put forth 
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by Mirjalili and Lewis in 2016 [5]. The techniques utilized by humpback whales, 
which create bubbles and squeeze their meal into a bubble spiral, are served as the 
basis for WOA. Air bubbles help humpback whales gather their prey, which often 
comprises small fish communities then they rise to the top and move to focus on 
the target species in a smaller area. Encircling prey, launching a bubble-net attack, 
and looking for prey are the stages of WOA. A hybrid strategy known as HGWWO 
is presented in [10] and is based on the Grey Wolf and Whale Optimization 
algorithms to produce answers for scheduling issues in cloud tasks.  A novel hybrid 
metaheuristic optimization approach is presented in [11] to address the coordination 
issue with directional overcurrent relays.

Among the recently popular swarm optimization algorithms, the Harris hawks 
optimization and the GWO have proven by many studies that they have the potential 
to solve many optimization problems and engineering problems [1, 4]. When these 
or other algorithms alone are not sufficient to solve certain optimization problems, 
hybridization of algorithms has been attempted.

In this study, a new optimization algorithm was developed by hybridizing GWO 
and HHO to obtain more successful optimization results, and this hybrid algorithm 
was named GWOHHO. F1-F13 test functions were used to measure GWOHHO 
performance. It has been seen that the GWOHHO algorithm provides better results 
than both GWO and HHO algorithms. In addition, these results were compared 
with other methods in the literature and it was seen that the GWOHHO algorithm 
generally obtained better results than the literature. In the rest of the article, the 
GWO and HHO methods are explained in Sections 2 and 3, respectively. In Section 
4, the GWOHHO algorithm describes. In Section 5, the results of the GWOHHO 
method and their comparison with the literature are given. Finally, the conclusions 
of the GWOHHO method are given in Section 6.

GREY WOLF OPTIMIZATION (GWO)  
Based on the hunting techniques developed by grey wolves in accordance with 

their social hierarchy, GWO optimization approach was created by Mirjalili et al. 
[4].  According to their hierarchical position, grey wolves made consist of four 
groups: alpha(α), beta(β), delta(δ), and omega(ω) as seen in Figure 1. The alpha 
group, which includes a female and a male wolf, is in charge of making crucial 
decisions like hunting. The second-ranked or “beta” wolves in the hierarchy assist 
the alpha wolves in carrying out their judgments. Delta wolves are the third-ranked 
wolf in the pack and follow the alpha and beta wolves’ instructions. Since omegas 
are at the bottom of the wolf food chain, they are the last to be permitted to ingest.
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Figure 1. The representation of Grey wolves’ hierarchy

The four stages of the GWO method include encircling the prey, hunting, 
attacking the prey (exploitation), and looking for prey (exploration).

Equations (1) and (2) describe the encirclement of prey by grey wolves.

( 1) ( ) .H t H l t A D
→ → → →

+ = −                                                 (1)

. ( ) ( )D C H l t H t
→ → → →

= −                                                (2)

The location of a grey wolf is ( 1)H t
→

+ . ( )H l t
→

 represents where the prey was at 
iteration i. From Equations (3) and (4), the coefficient vectors A and C are generated.

12 .A a r a
→ → → →

= +                                                (3)

22.C r
→ →

=                                                                                                                  (4)

1r
→

  and 2r
→

  variables consist of random numbers between (0, 1). From 2 to 0, 
the a value decreases linearly. The closest new positions of the best agent can be 
checked by altering the A and C vectors.

The hunting phase follows the encircling phase and starts the process of finding 
the best answer. During this stage, alpha directs the hunt, with beta and delta 
occasionally joining in. Consequently, using Equations (5), (6), and (7) the three 
best positions are employed to update the position of the grey wolves.

1 .D C H Hα α

→ → → →

= − ,
2 .D C H Hβ β

→ → → →

= − , 
3 .D C H Hδ δ

→ → → →

= −
                                     

(5)

1 1 .H H A Dα α

→ → → →

= − , 2 2 .H H A Dβ β

→ → → →

= − ,  3 3 .H H A Dδ δ

→ → → →

= −                                       (6)

1 2 3( 1)
3

H H HH t
→ → →

→ + +
+ =                                                                                        (7)

To sum up, the haphazard population is produced by the GWO algorithm. Delta, 
alpha, and beta wolves predict the location of the potential prey. The candidate 
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solution’s distance is then updated. Then, to emphasize exploration and exploitation, 
respectively, a is decreased from 2 to 0. If A<1, they then go to the prey. They 
withdraw from attacking the prey if A>1. When GWO has reached a satisfactory 
conclusion, it is ended [4]. Figure 2 provides the GWO algorithm’s pseudocode.

Figure 2. Pseudocode of the GWO algorithm [4] 

HARRIS HAWKS OPTIMIZATION (HHO)
The HHO algorithm is an optimization technique that mimics the action of 

multiple hawks working together to strike from various angles in order to confuse 
prey [1]. Hawks have developed a variety of hunting techniques in response to their 
prey’s escape strategies. HHO is created as a result of the mathematical modeling 
of these distinct tactics. Given the right formulation, HHO can be used to solve any 
optimization issue because it uses an optimization method without gradients. 

Diverse assault strategies, surprise pounce, and exploring prey of Harris hawks 
in [1] are used to simulate the phases of HHO.

Exploration phase
The Harris’ hawks in HHO perch at random places and use one of two methods 

to wait for  prey to appear using Equation (8).

1 2

3 4

( ) ( ) 2 ( ) 0.5
( 1)

( ( ) ( )) ( ( )) 0.5
rand rand

rabbit m

H t r H t r H t q
H t

H t H t r LB r UB LB q
 − − ≥

+ =
− − + − <

                           (8)

In each iteration, r1, r2, r3, r4, and q are updated and these variables are random 
numbers inside (0,1). H(t + 1) is hawks’ position vector in the following t’s iteration.  
Hrabbit(t) is the rabbit’s position while H(t) is the hawks’ present position vector. Hm 
is the current hawk population’s mean position while Hrand(t) is a hawk from the 
current population chosen at random. The variables’ upper and lower bounds are 
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displayed in LB and UB. Using Equation (9), one can determine the hawks’ typical 
position: 

1

1( ) ( )
N

m i
i

H t H t
N =

= ∑                                                                                               (9)

where hawks’ total number is N. In addition, the whereabouts of each hawk in 
iteration t is represented by Hi(t).

Exploration to Exploitation Transition
Using Equation (10), the rabbit’s energy is represented as: 

02 1 tE E
T

 = − 
 

                                                                                                 (10)

where T represents how many iterations are allowed. E0 is its energy beginning 
state while E is the prey’s escape energy.

Exploitation Phase
At this stage, there are 4 types of besiege. 
Soft Besiege
Using Equations (11-12), the following set of rules can be used to describe soft 

besiege:
( 1) ( ) ( ) ( )rabbitH t H t E JH t H t+ =∆ − −                                                               (11)

( ) ( ) ( )rabbitH t H t H t∆ = −                                                                                     (12)

where J=2(1-r5) represents the rabbit’s randomized leap power when it is running 
away. In addition, r5 represents a random number consisting of (0,1). H(t) stands for 
the difference between the present location and the position vector of the rabbit in 
cycle t. To mimic the nature of rabbit locomotion, the J value fluctuates at random 
during each repetition.

Hard Besiege
In hard besiege case, Equation (13) is used to update the current positions:

( 1) ( ) ( )rabbitH t H t E H t+ = − ∆                                                                                     (13)

Soft Besiege with Progressive Rapid Dives
The hawks are considered to be able to determine their next move based on the 

following rule in Equation (14) to launch a soft besiege.

( ) ( ) ( )rabbit rabbitY H t E JH t H t= − −                                                                       (14)

According to the rule represented by Equation (15), they are expected to dive 
relying on the LF-based predictions.
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( )Z Y S LF D= + ×                                                                                                   (15)

where S is a random vector of size 1xD, D is the problem’s dimension, and LF 
denotes the function of levy flight, which is derived using Equation (16): 

1

1

1( )
2

(1 ) sin( )
2( ) 0.01 ,

1( ) 2
2

uLF h
β

β

β

πββσ σ
β βν

−

 
Γ + × ×  = × =  

+ Γ × ×
  

                                                       (16)

where u, v are random values within of (0, 1), and where β  (default constant)  
is set to 1.5. As a result, Equation (17) can be used to update the hawks’ positions 
during the soft besiege phase. 

( ) ( ( ))
( 1)

( ) ( ( ))
Y if F Y F H t

H t
Z if F Z F H t

<
+ = <

                                                                     (17)

Here, Y and Z are determined using Equations (14-15).

Hard Besiege with Progressive Rapid Dives
In Equation (18), the following rule is applied.

( ) ( ( ))
( 1)

( ) ( ( ))
Y if F Y F H t

H t
Z if F Z F H t

<
+ = <

                                                                     (18)

where the new rules in Equations (19) and (20) determine Y and Z. The HHO’s 
pseudocode is given in Figure 3.

( ) ( ) ( )rabbit rabbit mY H t E JH t H t= − −                                                                     (19)

( )Z Y S LF D= + ×                                                                                              (20)
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Figure 3. HHO’s pseudocode [1]

THE PROPOSED METHOD
GWO and HHO algorithms may not be sufficient to reach the target value in the 

solutions of benchmark functions and engineering problems. With the algorithm we 
developed, a hybrid algorithm called GWOHHO, which highlights the good features 
of GWO and HHO, is proposed. The pseudocode of the GWOHHO algorithm is 
given in Figure 4. 

In the proposed GWOHHO method, fitness functions for both HHO and GWO 
are calculated after the initial population is created. And then GWO and HHO 
algorithms run their own processing steps. In both algorithms, new fitness function 
value, best position, new population values and positions are obtained. In the next 
iteration, the population values of the algorithm with the best fitness value are given 
as the input population to both algorithms and these steps are repeated until the 
specified maximum iteration is reached.
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Figure 4. Pseudocode of the proposed GWOHHO

RESULTS AND DISCUSSION
The GWOHHO method was tested with the F1-13 benchmark functions which 

are composed of unimodal and multimodal. These functions are used to compare the 
proposed algorithm with different methods in the literature. The same parameters were 
used as much as possible in order to make an accurate comparison with the literature 
and so it has been tried to reach the articles containing the same parameters. In the 
literature, the population number, the maximum iteration number, and independent 
run number for GWO, HHO, WOA and PSO algorithms were used as 30, 500, and 
30, respectively [1, 4, 5]. In order to compare with the literature, same were taken 
parameters (the population number=30, the maximum iteration number=500, and 
independent run number=30). Mean and standard deviation results were obtained 
from these run results. GWO, HHO, WOA and PSO methods were compared with 
the proposed GWOHHO and it was generally found that better results were obtained. 
Unimodal F1-F7 functions are given in Table 1. Lb is a low boundary while Ub is 
an upper boundary. Dim refers to the function size. In the exploitation process, F1-
F7 functions can measure the performance of the optimization algorithm and its 
capability.

Table 1. Unimodal F1-F7 functions

Func.
Num. Function

Range
Dim

Lb Ub

1( )F b 2
1

n
ii

b
=∑ -100 100 30

2 ( )F b
1 1

nn
i ii i

b b
= =

+∑ ∏ -10 10 30
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3 ( )F b
2

1 1
( )n i

ji j
b

= −∑ ∑ -100 100 30

4 ( )F b { }max , 1i ib i n≤ ≤ -100 100 30

5 ( )F b 1 2 2 2
11

[100( ) ( 1) ]n
i i ii

b b b−

+=
− + −∑ -30 30 30

6 ( )F b
2

1
([ 0.5])n

ii
b

=
+∑ -100 100 30

7 ( )F b 4
1

[0,1)n
ii

ib random
=

+∑ -1.28 1.28 30

The results of the F1-F7 functions are shown in Table 2. Here, σ stands for the 
standard deviation whereas µ indicates the average value. The GWOHHO algorithm 
obtained the optimal result for 7 out of 7 functions for unimodal comparison 
functions. In light of the results obtained, it is seen that the developed hybrid 
GWOHHO algorithm is successful for unimodal comparison functions.

Table 2. Results of F1-F7 functions

F PSO[5] HHO[1] GWO[4] WOA[5] GWOHHO
µ(ave) σ(std) µ(ave) σ(std) µ(ave) σ(std) µ(ave) σ(std) µ(ave) σ(std)

F1 1.3600E 
-04

2.0200E 
-04

3.95E 
−97

1.72E 
−96

6.5900E 
-28

6.3400E 
-05

1.4100E 
-30

4.9100E-
30

5.6430E-
103

2.1046E-
102

F2 4.2144E 
-02

4.5421E 
-02

1.56E 
−51

6.98E 
−51

7.1800E 
-17

2.9014E 
-02

1.0600E 
-21

2.3900E-
21

3.5500E-
52

6.1812E-
52

F3 7.0126E 
+01

2.2119E 
+01

1.92E 
−63

1.05E 
−62

3.2900E 
-06

7.9150E 
+01

5.3900E 
-07

2.9300E-
06

6.2382E-
66

3.2598E-
65

F4 1.0865E 
+00

3.1704E 
-01

1.02E 
−47

5.01E 
−47

5.6100E 
-07

1.3151E 
+00

7.2581E 
-02

3.9747E-
01

2.4655E-
53

1.3235E-
52

F5 9.6718E 
+01

6.0116E 
+01

1.32E 
−02

1.87E 
−02

2.6813E 
+01

6.9905E 
+01

2.7866E 
+01

7.6363E-
01

2.0000 
E-03

4.5000E-
03

F6 1.0200E 
-04

8.2800E 
-05

1.15E 
−04

1.56E 
−04

8.1658E 
-01

1.2600E 
-04

3.1163E 
+00

5.3243E-
01

8.1795E-
06

1.7532E-
05

F7 1.2285E 
-01

4.4957E 
-02

1.40E 
−04

1.07E 
−04

2.2130E 
-03

1.0029E 
-01

1.4250E 
-03

1.1490E-
03

2.2053E-
05

2.1903E-
05

The best search and objective space representations of F1-F7 functions are given 
in Figure 5. In F1-F7 functions, before reaching the maximum iteration value, it gets 
stuck at a value close to the target value, or convergence decreases.
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Figure 5. The best search and objective space representations of F1-F7 functions

Multimodal F8-F13 functions are given in Table 3. Since an optimization 
algorithm must avoid all local optima to reach the global optimum, F8-F13 functions 
can measure the strength of an optimization algorithm in terms of avoiding local 
optima.
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Table 3. Multimodal F8-F13 functions

Func.
Num.

Function Range Dim
Lb Ub

8 ( )F b 1
sin( )n

i ii
b b

=
−∑ -500 500 30

9 ( )F b
2

1
10cos(2 10)n

i ii
b bπ

=
 − + ∑ -5.12 5.12 30

10 ( )F b 2
1 1

1 120exp( 0.2 ) exp( cos(2 )) 20n n
i ii i

b b e
n n

π
= =

− − − + +∑ ∑
-32 32 30

11( )F b 2
1 1

1 cos( ) 1
4000

nn i
ii i

b
b

i= =
− +∑ ∏

-600 600 30

12 ( )F b { }1 2 2 2
1 11

10sin( ) ( 1) 1 10sin ( ) ( 1)n
i i ni

y y y y
n
π π π−

+=
 + − + + − ∑

1
( ,10,100,4)n

ii
u b

=
+∑

1
1

4
i

i
b

y
+

= +
   

( )
( , , , ) 0

( )

m
i i

i i
m

i i

k b a b a
u b a k m a b a

k b a b a

 − >
= − < <
 − − < −

-50 50 30

13 ( )F b { 2 2 2
1 1

0.1 sin (3 ) ( 1) 1 sin (3 1)n
i ii

b b bπ π
=

 + − + + ∑

}2 2
1

( 1) 1 sin (2 ) ( ,5,100,4)n
n n ii

b b u bπ
=

 + − + +  ∑

-50 50 30

The results of F8-F13 functions are given in Table 4. The GWOHHO algorithm 
obtained the optimal result for 5 out of 6 functions for multimodal comparison 
functions. According to the F8-F13 results, more than half of the results have been 
improved. F10 achieved the best result in HHO. Other functions achieved the best 
result in GWOHHO.

Table 4. Results of F8-F13 functions

F     PSO[5] HHO[1] GWO[4] WOA[5] GWOHHO
µ(ave) σ(std) µ(ave) σ(std) µ(ave) σ(std) µ(ave) σ(std) µ(ave) σ(std)

F8 -4.8413E 
+03

1.1528E 
+03

-1.25E 
+04

1.47E 
+02

-6.1231E 
+03

-4.0874E 
+03

-5.0808E 
+03

6.9580E 
+02

-1.2569E 
+04

1.0091E 
+00

F9 4.6704E 
+01

1.1629E 
+01

0.00E 
+00

0.00E 
+00

3.1052E 
-01

4.7356E 
+01

0.0000E 
+00

0.0000E 
+00

0.0000E 
+00

0.0000E 
+00

F10 2.7602E 
-01

5.0901E 
-01

8.88E 
−16

4.01E 
−31

1.0600E 
-13

7.7835E 
-02

7.4043E 
+00

9.8976E 
+00

8.8818E 
-16

0.0000E 
+00

F11 9.2150E 
-03

7.7240E 
-03

0.00E 
+00

0.00E 
+00

4.4850E 
-03

6.6590E 
-03

2.8900E 
-04

1.5860E 
-03

0.0000E 
+00

0.0000E 
+00

F12 6.9170E 
-03

2.6301E 
-02

2.08E 
−06

1.19E 
−05

5.3438E 
-02

2.0734E 
-02
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The best search and objective space representations of F8-F13 functions are 
given in Figure 6. Convergence to the target value occurs before reaching the 
maximum iteration value in F9 and F11 functions. In other functions, before 
reaching the maximum iteration value, it gets stuck at a value close to the target 
value, or convergence decreases.

CONCLUSION
A hybrid algorithm named GWOHHO is proposed that highlights the good 

features of GWO and HHO. In this way, the results of the benchmark test functions 
have been improved, that is, it has been seen that it is more successful in reaching the 
target value. In the end, a more efficient hybrid optimization algorithm is obtained. 
To test the effectiveness of this algorithm, 13 mathematical test functions, including 
unimodal and multimodal functions, were used. The average fitness and standard 
deviation values   were calculated as a result of running the proposed method 30 
times. Search and objective space representations of the best of these 30 runs are 
also given.

In addition, the mean value obtained from the proposed GWOHHO was contrasted 
with the GWO, WOA, HHO and PSO methods in the literature. According to the 
algorithms compared with the literature, GWOHHO was found to achieve the best 
results in 7 of 7 tests for unimodal benchmark functions and 5 out of 6 tests for 
multimodal benchmark functions. As a result, the proposed algorithm generally 
outperforms the literature results.
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Figure 6. The best of search and objective space representations of F8-F13 functions

According to the results, it is seen that the GWOHHO method is promising 
and can be applied in engineering applications. In the future, we aim to further 
develop different hybrid varieties of the proposed method and use it in engineering 
applications.
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DEEP FOREST APPROACH FOR ZERO-DAY ATTACKS DETECTION
Mahmut TOKMAK 1

INTRODUCTION
Today, computer technologies have entered every aspect of our lives. These 

technologies have become a part of human life with the concepts of developing 
internet networks, mobile technologies and internet of things (IoT). It also shapes 
people’s lifestyles. Computer and internet are used in many areas such as daily 
life, education, banking, health, transportation, security, banking, shopping, 
communication, engineering and architecture. However, it can bring challenges as 
well as opportunities. These developments in the world of technology have revealed 
the fact that cyber attackers and cyber attacks are emerging and their number is 
increasing day by day.

In recent years, the internet has become a cyber world that contains threats 
to individuals and various organizations. Sophisticated applications and new 
technologies are developed every day to meet the changing needs of the business 
world and make life easier. However, malicious sources try various methods to exploit 
vulnerabilities in systems.[1,2]. Errors in a application and hardware components 
that allow an attacker to execute malicious commands, gain unauthorized access to 
data and/or perform various denial-of-service attacks are defined as vulnerabilities. 
[3]. Using different tools and methods, attackers can perform actions called. Attacks 
are actions taken from one or more computers to damage other computers or 
networks and disrupt their normal functioning, using various methods. Attackers 
may initiate these actions reach to their malicious ends, for personal gratification, 
for financial gain or reward [4,5]. Of these attacks, Malware is an abbreviation for 
“malicious software”. It refers to malware developed by attackers to steal data, 
damage or destroy computers and computer systems. 

Some of them are: virus, worm, spyware, adware, Trojan horse, botnet, rootkit, 
backdoor, Ransomware. Ransomware is a form of malware that prevents users from 
accessing their systems, personal files or devices by encrypting files on the system. 
[6,7]. Denial of Service (DoS/DDos) attacks: aims to consume the resources of the 
target system by using a large number of clients and to prevent the service provided 
by the target system [8]. Initially, attacks were made from a single source, but now 
attacks are carried out on target systems from multiple sources at the same time [9]. 
1 Mahmut TOKMAK, Bucak Zeliha Tolunay School of Applied Technology and Management, Department of Management 
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Phishing is one of the old and effective electronic fraud methods designed to steal 
users’ personal information, credit card information, social media information and 
passwords on web applications. Phishing techniques use various communication 
methods such as SMS, MMS, e-mail, fake web pages [10]. SQL injection attack 
is a type of cyber attack carried out by exploiting vulnerabilities in systems with 
databases through SQL queries. SQL injection is an attack method for attacking 
database applications. Attacker adds new SQL statements to the input-related field 
in the standard application. This attack is an unauthorized access to the database 
and harm in a variety of ways, including manipulation and disclosure of sensitive 
information, data. SQL injection attacks can cause attackers to log on to the system, 
tamper with data, cancel or modify some operations, expose all data in the database, 
delete all data in the database. [5,11,12]. Cryptojacking is a form of attack that uses 
any person’s mobile device or computer for the attacker’s cryptocurrency mining 
[13,14]. Session hijacking and Man-in-the-middle (MITM) is a form of attack in 
which the attacker infiltrates the network of the attacked user and source, reading 
and exchanging messages. The critical situation in this attack is that the user is 
unaware of the man in the middle. The user thinks that he is directly connected to 
the network, but the network traffic passes through the man in the middle. In this 
way, the man in the middle can access and even change all the network data, login 
information and many personal data of the user. Zero-Day describes a cyber-attack 
technique that hackers use to attack systems by targeting vulnerabilities. The term 
zero-day is used here because the developer has just learned about the vulnerability. 
At this stage, hackers can easily exploit vulnerabilities knowing that there is no 
effective defense. This makes zero-day vulnerabilities a serious security threat [15].

Attackers update themselves and the software they use every day and create new 
attack scenarios. This means that both the types and numbers of attacks on data 
security are increasing [16]. Zero-day attacks start on the day the vulnerability of 
the software used is detected. When software developers detect such a vulnerability, 
they develop security patches to fix this vulnerability and ask users to update with 
these security patches. Attackers try to detect possible “Zero-Day” vulnerabilities 
in software and use this vulnerability to infiltrate victim systems. The time between 
the first exploitation of a vulnerability in a computer system or software product and 
when software developers and security professionals begin developing a response 
and blocking it is known as the vulnerability window [2].

With the increase in attacks on data security, the need for security technologies is 
constantly increasing. However, there is a rapid development in Intrusion Detection 
Systems (IDS).

The best way to prevent updated attacks is to update and improve IDS [16]. At 
the center of tackling the exponential increase in cyberattacks is IDS, which can 
detect zero-day cyber-attacks. The methods used in IDS can be examined under 
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two headings; Signature-Based Intrusion Detection, Anomaly-Based Intrusion 
Detection. Signature-based IDS, with distinctive features of previously occurring 
attacks; store information such as system calls, permissions, network access, and 
runtime in a signature database. They then classify programs or network streams 
using these pre-recorded signatures. In IDS that perform static analysis in this way, 
keeping the signature database up-to-date is critical for the success of the system. 
In addition, these systems fail against zero-day attacks even if they have an up-
to-date database. Therefore, studies on Machine Learning (ML) based anomaly 
detection systems have gained importance in order to develop an intelligent IDS 
that can adapt to the changing nature of attacks and give successful results against 
new attacks [15,17].

Applications of ML techniques are used in various areas of life like education, 
medicine, finance, transport, manufacturing industry, automotive [18,19]. One of 
these areas is IDS. ML techniques have been widely used to design and build robust 
IDS. 

Also, the high false positive detection rate of current available IDS is a problem, 
so its detection performance and real-life uses are limited. Consequently, many zero-
day attacks remain identify and their damage increases.[20]. In order to develop 
IDS, new studies are constantly carried out in the literature and new methods are 
suggested [16]. 

Al-rimy et al. [21] proposed the Decision Fusion-Based Model to detect zero-day 
attacks. Two types of detection estimators are created in this model. The first type 
is a collection of ensemble behaviorally based classifiers, while the second type is 
an anomaly-based predictor. The decisions of both estimator methods were merged 
using the fusion method and established an early detection mechanism. Sharma et 
al. [22] proposed a context graph-based method to predict zero-day attacks. In their 
proposed method, they aimed to detect attacks on IoT networks as a target. They 
stated that the distributed approach is capable of efficiently mitigating zero-day 
threats, with 33% and 21% improvements compared to the centralized diagnostic 
system. Sun et al. [23] proposed a Bayesian network probability method to detect 
zero-day attack chains. They stated that in the attacks carried out by the attackers, 
a series of attacks occurred in order to reach the target. In their proposed method 
they used system calls and created a prototype using graph. Q. Zhou and Pezaros 
[24] tested and measured the performance of six ML methods. The authors used 
the CIC-AWS-2018 attack dataset in their tests. They used Random Forest (RF), 
Decision Tree (DT), K-Nearest Neighbor (KNN), Multilayer Perceptron (MLP), 
Quadratic Discriminant Analysis (QDA) and Naive Bayes (NB) classifiers. Zhao 
et al. [25], presented transfer learning to detect zero-day attacks using knowledge 
of known attacks to resolve hard-to-detect attacks in real time. They used feature-
based approach linear transformation. In addition, the authors proposed a cluster 
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improved transfer learning approach to make it stronger in detecting zero-day 
attacks. Obeidat et al. [26], measured the performance of the model with various 
classifiers on the KDD’99 data set. Weka version 3.7.12 is used as software. For the 
test, 60.000 independent samples from the training dataset were taken. In the study; 
J48, RF, Random Tree (RT), Decision Table (DT), MLP, NB and Bayes Network 
classification algorithms are used. Blaise et al. [27] proposed an unsupervised port 
based method to detect botnets and zero-day attacks. Sameera and Shashi [28], 
used deep transudative transfer learning to detect unknown attacks. The authors 
performed various experiments using the NSL-KDD and CIDD datasets to measure 
the performance of the proposed model. Hindy vd [20] used ML and Deep Learning 
(DL) to detect vulnerabilities. They used the CICIDS2017 and NSL-KDD dataset 
in their study. Nkongolo et al [29] presented a novel dataset ,named UGRansome, 
for anomaly prediction containing zero-day attacks behaviours. Nkongolo et 
al [30] stated that single classifiers like SVM and NB are unstable for Zero-Day 
Threats. Therefore, they proposed a model using Ensemble Learning with a Genetic 
Algorithm (GA) optimizer with three ML algorithms NB, RF and SVM. Nkongolo 
et al [31] performed malware detection using the UGRansome dataset and the 
Boruta and PCA algorithms..

Many performance evaluation datasets such as KDDCUP’99, NSL-KDD, 
CICIDS2017, CIC-AWS-2018, UGRansome are used to detect Zero-Day attacks. 
One of these datasets, KDDCUP’99, is the dataset commonly used by researchers 
working on network anomaly detection. However, it was determined that some errors 
found in the KDDCUP’99 dataset affected the evaluations made on this dataset, 
and then the NSL-KDD dataset, which is the error-free form of the KDDCUP’99 
dataset, was created. The NSL-KDD dataset is actively used by researchers working 
on attack detection and anomaly detection [32]. The UGRansome dataset is a dataset 
that has been used since 2021. Therefore, studies published using the UGRansome 
dataset are few in the literature [29,29,30].

In this study, a newly method, the Deep Forest algorithm, and a newly dataset, 
UGRansome, were used. In order to compare the performance of the proposed 
method, experiments were conducted with the NSL-KDD dataset, which is more 
studied than the UGRansome dataset, and the results are presented.

MATERIAL AND METHOD
Dataset
Ransomware is called new malware or zero-day attacks. Ransomware can 

target different platforms, particularly networks. Ransomware can target different 
platforms, particularly computer networks. Therefore, it is important to detect these 
malware type which have a wide range of malicious effects. UGRansome dataset 
was used in this study. UGRansome was created in 2021 and is publicly accessible. 
UGRansome consists of different families of ransomware. UGRansome dataset was 
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created using the UGR’16 and ransomware datasets. It consists of 14 bundles of 
attributes and 207.534 features [29]. 

Figure 1. Attack Classes of the UGRansome Dataset

The UGRansome dataset has 12 different Ransomeware families and these 
classes are shown in Figure 1.

Table 1. UGRansome Dataset Structure 

Attribute Example Description
Prediction A Anomaly

Ransomware Locky Novel malware

Bitcoins (BTC) 1964 BTC Ransome payment

Dollars (USD) 520 $ Ransome payment

Cluster 8 Group assigned

Seed address 1DA11mPS Malware address

Expended address 1BonuSr7 Malware address

Port 5061 Communication port

Malware DoS Novel malware

Network traffic 6103 bytes Periodic network flow

IP address Class B Unique address

Flag AF Network state

Protocol UDP Communication rule

Timestamp 12 s Traffic duration
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Data structure of the UGRansome Zero-Day dataset is shown in Table 1. 
These features are triangulated using data fusion and are well suited for anomaly 
detection. The various malware are divided into three prediction classes: signature 
(S), synthetic signature (SS) and anomaly (A). The numbers of prediction classes 
are shown in the Figure 2 [31]. 

Figure 2. Prediction Classes

In order to compare the performances of the model created in this study, the 
NSL-KDD dataset, which is the derived version of the KDDCUP’99 dataset, was 
also used. It has been determined that the KDDCUP’99 dataset, which is used to 
compare the success of intrusion detection methods, contains too much repetitive 
data, affects the success rates of the algorithms and causes much higher results than 
normal [33]. As a result, the NSL-KDD dataset was created by clearing the errors 
from the KDDCUP’99 dataset. Each data in the NSL-KDD dataset has 41 attributes. 
Three features are categorical and 38 features are numerical.

Deep Forest

Figure 3. Architecture of Deep Forest 

Deep Forest; layered architecture was suggested by Zhou and Feng. 
Representative learning in DNN layers, the features related to the problem to be 
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solved are learned and these learned features form the inputs of the following layer. 
Inspired by this learning, Deep Forest uses a cascade structure, where each layer 
receives the feature information processed by the previous layer and delivers the 
machining result to the next layer. Here different types of forests are included to 
ensure diversity. Because diversity is essential for community building [34]. In a 
Deep Forest structure as shown in Figure 3, each level of the cascade consists of 
two RF (grey) and two completely RF (red). Suppose there are two classes to guess; 
each forest yields a two-dimensional vector of classes, which are then combined to 
represent the original input [35].

EXPERIMENTS AND RESULTS
The design of the models established for classification with the Deep Forest 

algorithm was carried out using the Python programming language. In experiments 
on the model, 80% of the data set is reserved for training and 20% for testing. 
Python numpy, sklearn, pandas, statistics, matplotlib.pyplot libraries were used in 
processes such as preliminary file uploading for classification and data visualization 
in the calculation of performance metrics. Deep Forest Python library is used for the 
proposed Deep Forest architecture [36].

Used to evaluate the performance of the established model; the accuracy value, 
which is the ratio of correctly classified class samples, is in Equation 1, the precision 
value, which expresses how many of the positively predicted samples are actually 
positive, is in Equation 2, the sensitivity (recall) value, which expresses how much of 
the true positive values are correct, is shown in Equation 3, and the F1-score, which 
is the harmonic mean of precision and sensitivity values, is shown in Equation 4.

(1)

(2)

(3)

(4)

The performance values obtained as a result of the experiments with the Deep 
Forest and UGRansome dataset are presented in Table 2. As seen in Table 2, 97.7% 
of high performance criteria were obtained. In addition, the complexity matrix is 
shared in Figure 4.
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Table 2. Deep Forest Performance Metrics with UGRansome

Precision Recall F1-score Support

A 0.996 0.996 0.996 11343

S 0.996 0.997 0.996 18223

SS 0.998 0.998 0.998 11941

Accuracy 0.997 41507

Macro avg 0.997 0.997 0.997 41507

Weighted avg 0.997 0.997 0.997 41507

Figure 4. Confusion Matrix for Deep Forest and UGRansome 

To demonstrate the performance of the Deep Forest technic, experiments were 
conducted with the current ML methods and the UGRansome dataset. In these 
experiments, Support VectorMachine (SVM), Adaboost, NB, RF, DNN algorithms 
were used. In the test results in the Table 3, 96.41%, 85.28%, 70.08%, 96.09% and 
97.47% were obtained, respectively.

Table 3. ML Algorithms Performance Metrics with UGRansome 

ML Algorithms Accuracy Precision F1 Score Recall

SVM 0.964102 0.961986 0.963144 0.964367

Adaboost 0.852892 0.844032 0.842606 0.841359

NB 0.700894 0.681798 0.669276 0.681005

RF 0.960946 0.962266 0.958832 0.956975

DNN 0.974607 0.974083 0.974145 0.974234
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The results of the experiments applied to test the performance of the Deep 
Forest architecture on a different data set are shown in the Table 4. The proposed 
algorithm also achieved 99.9% results on the NSL-KDD dataset and obtained a 
strong accuracy. In addition, the complexity matrix is shared in Figure 5.

Table 4. Deep Forest Performance Metrics with NSL-KDD
Precision Recall F1-score Support

Anomaly 0.999 0.999 0.999 11651

Normal 0.999 0.999 0.999 13544

Accuracy 0.999 25195

Macro avg 0.999 0.999 0.999 25195

Weighted avg 0.999 0.999 0.999 25195

Figure 5. Confusion Matrix for Deep Forest and NSL-KDD

Experiments were made with the existing ML methods of the Deep Forest 
algorithm and the NSL-KDD data set. SVM Adaboost, NB, RF, DNN algorithms 
were used in these experiments. In the test results in the table, 99.49%, 98.49%, 
87.01%, 97.61% and 99.69% were obtained, respectively.

Table 4. ML Algorithms Performance Metrics with NSL-KDD

ML Algorithms Accuracy Precision F1 Score Recall
SVM 0.994959 0.994948 0.994934 0.994919

Adaboost 0.984997 0.984931 0.984920 0.984909
NB 0.870173 0.878223 0.870133 0.875857
RF 0.976106 0.978460 0.975894 0.974361
DNN 0.996944 0.996865 0.996929 0.996994
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CONCLUSION
Technology and the internet have become an indispensable element of both 

individuals and institutions and organizations. The widespread use of the internet 
and technology brings with it many security vulnerabilities. These vulnerabilities 
make networks and systems vulnerable to hackers, viruses, and other attacks. IDS 
systems developed to prevent Zero-Day attacks are one of the important areas of 
practice today. 

In this study, Deep Forest approach with a layered architecture was used for the 
detection of Zero-Day attacks. In order to measure and compare the performance of 
the method, the UGRansome dataset, which can be considered new, and the NSL-
KDD dataset, which is widely used in the literature, were used. First, experimental 
studies were performed with the UGRansome dataset. In experiments with the Deep 
Forest algorithm and the UGRansome dataset, an accuracy value of 97.7% was 
obtained. The performances of the same dataset and existing ML algorithms were 
evaluated. It was seen that the Deep Forest algorithm achieved more successful 
results on the UGRansome dataset than the SVM, Adaboost, NB, DNN methods.

Then, experimental studies were performed with the NSL-KDD dataset. In 
experiments with Deep Forest algorithm and NSL-KDD dataset, 99.9% accuracy 
value was obtained. The performances of the same dataset and existing ML 
algorithms were evaluated. It was seen that the Deep Forest algorithm achieved 
more successful results on the NSL-KDD dataset than the SVM, Adaboost, NB, 
DNN methods.

As a result of the experiments, it was concluded that systems based on Deep 
Forest methods can be used as a successful decision support system in the detection 
of Zero-Day attacks. In future studies, it is aimed to conduct experimental studies 
with different ML methods and different data sets.
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COMBINING GREY WOLF OPTIMIZATION WITH HARRIS HAWK  
OPTIMIZATION FOR BINARY FEATURE SELECTION

Onur INAN 1 and Mustafa Serter UZER 2

INTRODUCTION
In order to reduce the processing load of the computer systems used and to 

increase the success of computer software, important, relevant and necessary data 
must be selected first and then processed. Considering that so much information 
is generated from a wide variety of devices, how necessary this is unavoidable. 
Moreover, thanks to the devices and methods developed day by day, the production 
of data in many different fields is increasing. The data preprocessing step, also 
known as feature selection or feature subset selection, means selecting features that 
are more meaningful from the data, that is, that contribute more to the classification 
[1]. To give an example of medical data, the selection of relevant features for the 
diagnosis of various diseases can both increase the success of disease diagnosis 
and shorten the diagnosis time. Reducing data in other fields can contribute by 
increasing the classification success in that field and shortening the classification 
processing time.

A feature selection algorithm consists of a search technique and evaluation 
measure. New feature subsets are proposed using search algorithms, and the 
various feature subsets are scored using evaluation metrics [1, 2]. The most 
straightforward technique is testing each potential subset of attributes to choose 
the one that minimizes the error rate. With the exception of the lowest feature 
sets, this is an exhaustive search of the space and is computationally intractable. 
The algorithm is greatly influenced by the evaluation metric that is used, and it is 
these evaluation metrics that distinguish between the three main types of feature 
selection algorithms: wrappers, filters, and embedding techniques. Due to the fact 
that it necessitates learning and assessing the classifier in order to choose a subset 
of candidates, the wrapper technique typically produces better results than filtering 
methods [3]. Wrapping techniques often produce the most ideal feature set, but they 
are computationally demanding compared to other approaches since they require 
new training for each subset. There is a measure in filter methods. This measure uses 
the feature subset to score. The feature set with the highest utility is often chosen in 
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accordance with this measure, which is typically chosen in a way that will speed up 
the subset evaluation. In general, filter approaches need less computing power and 
perform less accurately in terms of prediction than a wrapper. Embedded methods 
refers to a broad class of methods that execute feature selection throughout the model 
development process and in terms of computing complexity, these methods often 
fall between filters and wrappers. Embedded techniques do variable selection in 
the training process and embedded techniques are frequently unique to a particular 
learning machine [4].

Optimization techniques called Harris Hawk Optimization (HHO) and Grey Wolf 
Optimization (GWO) draw inspiration from nature [5, 6]. It is made use of meta-
heuristic methods such as Simulated Annealing (SA), Particle Swarm Optimization 
(PSO), Tabu Search, Ant Colony Optimization (ACO), Genetic Algorithm (GA), 
and Artificial Neural Networks (ANN) in the literature. Furthermore, Bee Colony 
Algorithm (BCA), Harmonic Search Algorithm, Ant Lion Optimizer (ALO), and 
Kangaroo Algorithm are more contemporary or less investigated meta-heuristics 
methods [7-9]. Optimization techniques are used for feature selection. Some of these 
are methods in which optimization is used alone, while others are methods that are 
performed by hybridizing optimization techniques. Some of these are presented in 
this section. A hybrid technique for feature selection called WOASAT-2 is proposed 
in [9] that combines the WOA, Simulated Annealing (SA) algorithm, and Tournament 
Selection method. The binary-based hybrid GWO and PSO technique (BGWOPSO) 
[10] and the binary GWO method (bGWO) made up of two approaches [11] were 
presented for feature selection.

In this work, a hybrid binary optimization approach made up of GWO and HHO 
has been used to build a more effective feature selection method. For the purpose 
of evaluating the suggested approach, five data sets [12] were employed. Sections 
2-4 include explanations of the GWO, HHO, and LDA procedures, respectively. 
Section 5 explains the suggested approach. In Section 6, findings from the created 
FSGWOHHO technique are presented, along with a comparison to findings from 
previous literature investigations. Section 7 provides the suggested method’s 
conclusions.

GREY WOLF OPTIMIZATION (GWO) 
Mirjalili et al. devised the GWO optimization approach based on the hunting 

strategies that grey wolves developed in accordance with their social hierarchy 
[6]. As seen in Figure 1, grey wolves can be classified into four groups based on 
their hierarchical positions: alpha(α), beta(β), delta(δ), and omega(ω). Important 
decisions like hunting are made by the alpha group, which consists of a female and 
a male wolf. The “beta” or second-ranked wolves in the hierarchy aid the alpha 
wolf in making decisions. Delta wolves are the third-ranked wolves in the pack and 
adhere to the alpha and beta wolves’ orders. Omegas are the last to be allowed to 
consume because they are at the bottom of the wolf food chain.
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Figure 1. Diagram showing the social hierarchy of grey wolves

Encircling the prey, hunting, attacking the prey (exploitation), and seeking 
out prey are the four stages of the GWO method. Grey wolves encircling prey is 
represented in Equations (1) and (2). Grey wolves are located at ( 1)H t

→

+ , while the 
prey’s location at iteration i is represented by ( )H l t

→
.

( 1) ( ) .H t H l t A D
→ → → →

+ = −   (1)

. ( ) ( )D C H l t H t
→ → → →

= −  (2)

12 .A a r a
→ → → →

= +   (3)

22.C r
→ →

=  (4)

The coefficient vectors A and C are produced from Equations (3) and (4). The [0, 
1] range of random values make up the 

1r
→

and 
2r
→

 variables. The a value drops linearly 
from 2 to 0. By changing the A and C vectors, the closest new locations of the best 
agent may be tested. Following the surrounding phase, the hunting phase begins 
the search for the optimal response. During this phase, alpha controls hunting, with 
occasional participation from beta and delta. The three best places are therefore used 
to update the location of the grey wolves using Equations (5), (6), and (7).

1 .D C H Hα α

→ → → →

= − ,  
2 .D C H Hβ β

→ → → →

= − , 
3 .D C H Hδ δ

→ → → →

= −
                               

(5)

1 1 .H H A Dα α

→ → → →

= − ,  2 2 .H H A Dβ β

→ → → →

= − ,  3 3 .H H A Dδ δ

→ → → →

= −                                    (6)

1 2 3( 1)
3

H H HH t
→ → →

→ + +
+ =

                                                                                        
(7)

The GWO algorithm, in summary, creates a haphazard population. Alpha, beta, 
and delta wolves can all estimate the location of probable prey. Next, the distance 
of the potential solution is revised. Then, from 2 to 0, a is lowered to emphasize 
exploration and exploitation, respectively. They move to the prey if A<1. If A>1, they 
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cease their attack on the prey. GWO comes to an end once it has been satisfactorily 
resolved [6].The pseudocode for the GWO algorithm is shown in Figure 2.

Figure 2. Pseudocode of the GWO algorithm [6]

HARRIS HAWKS OPTIMIZATION (HHO)
The HHO algorithm is an optimization method that imitates the coordinated 

action of numerous hawks striking at prey from different angles to confuse it [5]. 
In response to the escape mechanisms used by their victims, hawks have evolved a 
range of hunting strategies. The mathematical modeling of these various strategies 
leads to the creation of HHO. The exploring a prey, surprise pounce, and varied 
assault strategies used by Harris hawks in  are used to simulate the exploration and 
exploitation phases of HHO[5].

Exploration Phase
In HHO, the Harris’ hawks perch in various locations and wait for prey to show 

up utilizing one of two strategies in Equation (8).

1 2

3 4

( ) ( ) 2 ( ) 0.5
( 1)

( ( ) ( )) ( ( )) 0.5
rand rand

rabbit m

H t r H t r H t q
H t

H t H t r LB r UB LB q
 − − ≥

+ =
− − + − <

                                (8)

While Hrand(t is a hawk chosen at random from the current population, Hm is the 
mean location of the current hawk population. The vector of the rabbit’s position is 
Hrabbit(t), while the vector of the hawks’ current position is H(t). The variables r1, r2, 
r3, r4, and are updated and contain random numbers in each iteration (0,1). In LB 
and UB, the variables’ upper and lower bounds are shown. One can determine the 
hawks’ normal position using Equation (9). 



60 INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

1

1( ) ( )
N

m i
i

H t H t
N =

= ∑                                                                                              (9)

where the total number of hawks is N. Additionally, Hi(t) represents each hawk’s 
location in iteration t.

Exploration to Exploitation Transition
The energy of the rabbit is described as follows using Equation 10.

02 1 tE E
T

 = − 
 

                                                                                                  (10)

where T is the number of permitted iterations. Its initial energy state is E0, while 
the prey’s escape energy is E.

Exploitation Phase
There are four different types of besiege.

Soft Besiege
The following Equations (11–12) can be used to define soft besiege.

( 1) ( ) ( ) ( )rabbitH t H t E JH t H t+ =∆ − −                                                                 (11)

( ) ( ) ( )rabbitH t H t H t∆ = −                                                                                   (12)

the randomized leap power of the rabbit when it is running away is J=2(1-r5). 
Moreover, r5 denotes a random number made up: (0,1). H(t) denotes the difference  
between the rabbit’s current location and its position vector during cycle t. The J 
value varies at random throughout each iteration to reflect the characteristics of 
rabbit movement.

Hard Besiege
Equation (13) is used to update the current positions in a hard besiege scenario:

( 1) ( ) ( )rabbitH t H t E H t+ = − ∆                                                                          (13)

Soft Besiege with Progressive Rapid Dives
It is hypothesized that the hawks could decide to launch a soft besiege based on 

the following rule in Equation (14) to choose their next course of action.

( ) ( ) ( )rabbit rabbitY H t E JH t H t= − −                                                               (14)

They are anticipated to dive in accordance with the rule described by Equation 
(15) based on the predictions made using LF.

( )Z Y S LF D= + ×                                                                                           (15)

where LF is the levy flight function, which is obtained from Equation (16), D is 
the dimension of the problem, and S is a random vector with size 1xD.
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 
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                                                  (16)

where u and v are arbitrary values between (0, 1) and 1.5 is used as the default 
constant β . Therefore, during the soft besiege phase, Equation (17) can be utilized 
to update the hawks’ positions.

( ) ( ( ))
( 1)

( ) ( ( ))
Y if F Y F H t

H t
Z if F Z F H t

<
+ = <

                                                                        (17)

Here, Equations (14-15) are used to determine Y and Z. 

Hard Besiege with Progressive Rapid Dives
Here, Equation (18)’s following rule is applicable:

( ) ( ( ))
( 1)

( ) ( ( ))
Y if F Y F H t

H t
Z if F Z F H t

<
+ = <

                                                                      (18)

where the new rules in Equations (19) and (20) are used to derive Y and Z. The 
pseudocode for HHO is shown in Figure 3.

( ) ( ) ( )rabbit rabbit mY H t E JH t H t= − −                                                                  (19)
( )Z Y S LF D= + ×                                                                                          (20)

Figure 3. Pseudocode of the HHO [5] 
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LINEAR DISCRIMINANT ANALYSIS (LDA) 
Data categorization and dimensionality reduction are done using LDA. The LDA 

seeks a linear combination of characteristics that can distinguish across classes [13]. 
LDA is utilized twice in this study for two distinct objectives. It is first applied to the 
feature selection optimization algorithm’s objective function. Second, it was applied 
to evaluate the accuracy of the chosen characteristics’ categorization.

1

1 1

1 ( )( )

1 ( )( )
i

c
T

b i i i
i

Nc
i i T

W s i s i
i s

S N x x x x
N

S x x x x
N

=

= =

= − −

= − −

∑

∑∑
                                                                              (21)  

In Equation (21), the between-class scatter matrix Sb and the within-class scatter 
matrix Sw are both obtained [14]. LDA attempts to address the optimization problem, 
which is provided in Equation (22) [14].

( )max
( )

T
b

Tw
w

tr W S W
tr W S W

                                                                                               (22)

where W is optimal projection transformation matrix. W is maximized the ratio 
of between-class scatter to within-class scatter in the projected space of W∈ Rn×d (d 
≤ n) [14]. 

THE PROPOSED METHOD (FSGWOHHO)
To choose more pertinent features that would improve the classification’s 

accuracy, a binary hybrid technique using GWO and HHO is suggested. This newly 
created feature selection technique is named as FSGWOHHO. While creating a 
new population element in the pseudocodes of both GWO and HHO, conversion 
to binary format is achieved using Equation (23). Thus, the number 1 means the 
selected feature and the number 0 means the feature is not selected.

In order for the position update to work in binary space, it can be transformed 
into Equation (23) [10, 11].

11 1 ( )
0

t
d

if sigmoid x rand
x

otherwise
+ ≥
= 


                                                                    (23)

Iteration t’s location in dimension d, 1t
dx + , is changed to either 0 or 1 in Equation 

(23). Randomly selected between 0 and 1, rand is a number. The sigmoid(a) is 
provided in Equation (24) [11]:

10( 0.5)

1( )
1 xsigmoid a

e− −=
+

                                                                                   (24)

The suggested FSGWOHHO’s binary optimization algorithm’s fitness function 
is provided in Equation (25).
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( )R

S
fitness D

T
αρ β= +                                                                                   (25)

where ρR(D) is the LDA classifier’s error rate, |T|  is the total number of features in 
the dataset, and |S|  is the total number of features that were chosen. β is a parameter 
that is equal to (1−α), while α is a parameter having a value between 0 and 1[10, 
11]. In our application, β is assumed to be 0.01. In the suggested strategy, there are 
10 search agents, and 100 iterations are the maximum allowed. Figure 4 contains the 
proposed FSGWOHHO’s pseudocode. 

Figure 4. Pseudocode of the proposed FSGWOHHO

The FSGWOHHO technique used five datasets to identify the key features. For 
a more precise categorization, the LDA classifier was given a dataset with these 
characteristics. The ratio of training to testing was chosen at 50% to allow comparison 
with other research using swarm optimization techniques in the literature.

THE PROPOSED METHOD RESULTS AND DISCUSSION
Table 1 displays the attributes of the BreastEW, WineEW, Breastcancer, 

HeartEW and Lymphography datasets [12] utilized in the FSGWOHHO technique. 
The average outcomes from ten runs of the proposed FSGWOHHO technique 
and categorization were compared to the existing literature. Table 2 compares the 
average classification accuracies (ACA). In terms of ACA, it has been observed that 
the suggested FSGWOHHO achieves better than the literature research. 

Table 1. Properties of the data sets used for the FSGWOHHO method 

Dataset #  Features #  Instances
BreastEW 30 569
WineEW 13 178

Breastcancer 9 699
HeartEW 13 270

Lymphography 18 148
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Table 2. The comparison of the ACA between the proposed FSGWOHHO and literature studies 

Dataset PSO [9] ALO [9] GA [9] WOASAT-2 [9] FSGWOHHO
BreastEW 0.94 0.93 0.94 0.98 0.99
WineEW 0.95 0.91 0.93 0.99 1.00

Breastcancer 0.95 0.96 0.96 0.97 0.98
HeartEW 0.78 0.83 0.82 0.85 0.89

Lymphography 0.69 0.79 0.71 0.89 0.91

The comparison of the literature in terms of ACA for BreastEW dataset, for 
WineEW dataset, for Breastcancer dataset, for HeartEW dataset, for Lymphography 
dataset are given in Figure 5, Figure 6, Figure 7, Figure 8 and Figure 9, respectively.

Figure 5. The comparison of the literature for BreastEW dataset

For BreastEW data, the best classification accuracy (BCA) is the proposed 
FSGWOHHO method, while the closest classification accuracy is the WOASAT-2 
method. Also, the worst classification accuracy (WCA) is ALO.

Figure 6. The comparison of the literature for WineEW dataset

For WineEW data, the BCA is the proposed FSGWOHHO method, while the 
closest classification accuracy is the WOASAT-2 method. Also, the WCA is ALO.
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Figure 7. The comparison of the literature for Breastcancer dataset

For Breastcancer data, the BCA is the proposed FSGWOHHO method, while the 
closest classification accuracy is the WOASAT-2 method. Also, the WCA is PSO.

Figure 8. The comparison of the literature for HeartEW dataset

For HeartEW data, the BCA is the proposed FSGWOHHO method, while the 
closest classification accuracy is the WOASAT-2 method. Also, the WCA is PSO.

Figure 9. The comparison of the literature for Lymphography dataset
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For Lymphography data, the BCA is the proposed FSGWOHHO method, while 
the closest classification accuracy is the WOASAT-2 method. Also, the WCA is GA.

Table 3-5 compares the worst fitness functions (WFF), average fitness functions 
AFF), and best fitness functions (BFF). The literature comparisons in terms of the 
WFF, AFF, and BFF are given in Figure 10-12. Table 6 compares the average counts 
of the attributes that were chosen.

Table 3. The WFF comparisons between the proposed FSGWOHHO and literature studies

Dataset PSO [9] ALO [9] GA [9] WOASAT-2 [9] FSGWOHHO
BreastEW 0.05 0.04 0.05 0.04 0.02
WineEW 0.03 0.03 0.03 0.03 0.05

Breastcancer 0.03 0.03 0.04 0.04 0.03
HeartEW 0.18 0.13 0.14 0.18 0.12

Lymphography 0.27 0.16 0.27 0.14 0.15

Figure 10. The literature comparison in terms of the WFF

Except for the WineEW dataset, the WFF value is the lowest in the proposed 
FSGWOHHO method, while for the WineEW dataset, the WFF value is the lowest 
in all other algorithms.

Table 4. AFF comparisons between the proposed FSGWOHHO and literature studies

Dataset PSO [9] ALO [9] GA [9] WOASAT-2 [9] FSGWOHHO
BreastEW 0.03 0.03 0.04 0.03 0.02
WineEW 0.02 0.01 0.02 0.01 0.01

Breastcancer 0.03 0.02 0.03 0.04 0.03
HeartEW 0.15 0.12 0.14 0.16 0.11

Lymphography 0.19 0.14 0.17 0.11 0.11
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Figure 11. The literature comparison in terms of the AFF

Except for the Breastcancer dataset, the AFF value is either the same or higher 
in the proposed FSGWOHHO method, while for the Breastcancer dataset, the AFF 
value is the lowest in ALO.

Table 5. The BFF comparisons between the proposed FSGWOHHO and literature studies

Dataset PSO [9] ALO [9] GA [9] WOASAT-2 [9] FSGWOHHO
BreastEW 0.02 0.03 0.02 0.02 0.01
WineEW 0.00 0.00 0.00 0.00 0.00

Breastcancer 0.03 0.02 0.02 0.03 0.02
HeartEW 0.13 0.11 0.12 0.13 0.09

Lymphography 0.14 0.08 0.12 0.09 0.06

FSGWOHHO method provided either the same or higher BFF value for all 
datasets compared to other methods. In addition, the FSGWOHHO method provided 
the lowest average selected feature number for BreastEW and WineEW datasets. 
WOASAT-2 method provided the lowest average selected feature number for other 
datasets.
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Figure 12. The literature comparison in terms of the BFF

Table 6. The comparison of average numbers of selected feature between the 
proposed FSGWOHHO and literature studies

Dataset PSO [9] ALO [9] GA [9] WOASAT-2 [9] FSGWOHHO
BreastEW 16.56 16.08 16.35 11.60 9.9
WineEW 8.36 10.70 8.63 6.40 5.6

Breastcancer 5.72 6.28 5.09 4.2 4.8

HeartEW 7.94 10.31 9.49 5.4 7.0

Lymphography 8.98 11.05 11.05 7.2 7.8

CONCLUSION
In this work, the widely used optimization techniques GWO and HHO were 

combined to generate the more effective binary hybrid feature selection approach 
FSGWOHHO. Five UCI datasets have been used to test the proposed technique. 
By using LDA, selected features are classified. Ten repetitions were run through 
the suggested feature selection categorization algorithm. The average number 
of features, average classification successes, worst, average, and best fitness 
function values were determined for the suggested feature selection. The average 
categorization success rate for BreastEW was 99%, for WineEW was 100%, for 
Breastcancer was 98%, for HeartEW was 89%, and for Lymphography was 91%. 
For each dataset, pertinent comparison graphs are created. The number of features 
in the data collection is cut in half with the suggested feature selection because 
extraneous or pointless features are eliminated. The proposed method’s features 
were more successful at classifying data. The results were found to be encouraging 
when they were compared to the literature.
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PRINT ATTACK DETECTION FOR EAR BIOMETRICS WITH FUSION OF 
TEXTURE-BASED AND CNN-BASED APPROACHES

İmren YEŞILYURT1 , Mehtap Köse ULUKÖK2 , Önsen TOYGAR3

INTRODUCTION
Trying to fool automated person identification systems by applying illegal ways 

is called spoofing. In the biometric community, some of the types of attacks can be 
applied to fool the identification systems [1] [2]. Detecting these types of attacks is 
called spoof detection in the biometric community. Researchers have been trying 
to find a robust method to defeat counterfeit attacks against biometric recognition 
systems that are based on face, iris, finger vein, palm vein, fingerprint, palmprint, 
audio and ear biometrics [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13]. Beside, since 
ear biometric trait is unique and remains unchangeable during age variation, there 
are many identification systems based on ear biometric trait in the literature [14] 
[15] [16] [17]. However, there is no such a study that employs texture-based and 
deep learning methods which can detect attacks to ear based identification systems 
in the literature.

The method that is the fusion of deep learning approach and texture-based 
approach in this paper intends to overcome the attacks to ear recognition systems. 
Deep learning is a form of supervised learning. There are multiple levels where 
different feature representations are obtained in each level in deep learning methods. 
The most prominent advantage of deep learning is that a feature representation is 
learned from data naturally by employing a learning method, instead of handcrafted 
learning by engineers. Deep learning is applied successfully in many applications 
such as medical image analysis, human action recognition, autonomous driving, 
text classification, face recognition, spoof detection [18]. CNN is one of the deep 
learning architectures that contains multiple convolutional layers to obtain different 
feature representation from the data. For instance, representation of edges and moles 
or freckles can be obtained from face image with the first layer and second layer, 
respectively. In addition to this, BSIF is a feature extraction method which is based 
on texture of the image data. In that method, firstly, a binary code is computed for 
each pixel and histogram of pixels’ binary code is used for feature representation of 
image data [19]. 
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Our study employs CNN and BSIF that have been implemented separately for ear 
anti-spoofing method. Further, they have been fused in the decision-level module of 
the system. In order to measure the performance of the proposed method, the system 
is evaluated by using 6 ear databases which are publicly available.

In the remaining part of this study, Section 2 discusses the literature review and 
Section 3 mentions the characteristics of the system. applied technique is detailed in 
Section 4. The results of the evaluation of the system are analyzed in Section 5. In 
the end, study is summarized in Section 6.

LITERATURE REVIEW
Techniques which are used to counter attacks are based on biometric traits such 

as face, fingerprint, iris, voice, palmprint, finger vein where their texture, motion, 
frequency, color, shape, quality or reflectance for descriptor approaches are utilized. 
On the other hand, classifiers that are based on discrimination, regression, distance 
metrics or heuristics are used for countering against spoof attacks as well [20] [21] 
[22] [23]  [11]  [7].

Binarized Statistical Image Features (BSIF) and Convolutional Neural Network 
(CNN) methods are basically investigated in this study. In the literature, firstly a 
novel method that employs CNN for multiple channels that are color, depth, infrared 
and thermal of face images to detect spoof attacks had been proposed. The proposed 
multi-channel CNN (MC-CNN) had been applied on their self-created face spoof 
database. In order to compare their method, they have implemented baseline 
methods on their database. As a result, their method outperforms baseline methods 
[24]. In the next study, multi-level local binary patterns (MLBP) and CNN methods 
are employed to obtain different features from face images and resulted with two 
feature vectors. Further, these vectors are combined to obtain hybrid features. 
Finally, support vector machine (SVM) is employed by using hybrid features for 
classification of face images as real or fake [25].

Afterwards, a novel method which employs additive operator splitting (AOS) to 
detect edges from a face image and specialized CNN architecture to extract features 
from diffused input images is proposed to resist spoof attacks [26]. Moreover, a 
face anti-spoofing method that uses deep CNN model where local binary patterns 
(LBP) method is integrated into its first layer is proposed in [27]. Their proposed 
method LBPnet is evaluated by conducting experiments on NUAA database. As a 
result, their proposed method outperforms state-of-the-art methods. Another study 
has been implemented by using two feature descriptors that are namely multiscale 
dynamic binarized statistical image features (MBSIF-TOP) and multiscale 
dynamic local phase quantization (MLPQ-TOP) to find out counterfeit against face 
identification approach [28]. In order to detect fake face images, discriminative 
subspace is developed by using spectral regression based kernel discriminant 
analysis (SR-KDA). Two feature representations which are obtained from MBSIF-
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TOP and MLPQ-TOP feature extractors are combined by using SR-KDA method. 
Consequently, authors have improved the performance of the method by fusing 
MBSIF-TOP and MLPQ-TOP.

Additionally, there is a method which is developed to detect liveness of a 
fingerprint biometric trait. In that method, deep learning based deep belief network 
(DBN) is employed to learn distinctive features from real or fake fingerprint images. 
They placed the restricted Boltzmann machine (RBM) at each layer in DBN [29]. 
Next, authors have proposed a spoof detector for fingerprint identification systems. 
In that proposition, MobileNet-v1 CNN model which is fed with features that are 
obtained from centered and aligned local patches of minutiae points of fingerprint 
images is employed. Authors have contributions for improvement of the performance 
of fingerprint anti-spoofing systems [30]. Beside, BSIF that is texture-based feature 
extractor method is applied to ensure that fingerprint recognition systems are not 
accessible by attackers [31] [32]. 

Furthermore, researchers have focused on identification systems that are based on 
iris biometric trait to protect against spoofing attacks. Firstly, features are extracted by 
employing CNN from both local, global and entire iris region images. The obtained 
feature representation vectors are fused by using feature-level-fusion and score-
level-fusion. Next, instead of fully-connected layer of CNN architecture, support 
vector machine (SVM) is employed for classification part [33]. Additionally, BSIF 
and CNN-based methods are combined to find robust solution to iris presentation 
attack detection problem [34]. In that study, different representations are obtained by 
employing BSIF and these representations are fed to CNN model to obtain multiple 
classifier results. In order to find the most important and the most prominent view 
points, meta-analysis algorithm is applied. Finally, Random Forest fusion is used to 
have a final decision.

On the other hand, CNN-based method is applied for finger vein based presentation 
attack detection algorithms. In the study [35], they have designed FPNet which is 
based on CNN model to detect fake finger vein images. The FPNet is conducted on 
publicly available databases to show its effectiveness.

Moreover, BSIF is implemented for providing a robust method to protect 
palmprint identification systems. In this context, BSIF is used to learn features 
from palmprint images and Image Quality Assessment (IQA) methods are used to 
evaluate the palmprint images in terms of blurrines, deformations and color. Finally, 
authors employed SVM for classification part [36]. On the other hand, researchers 
use CNN model in the solution of voice presentation attack detection problem as 
well [37].

In our previous studies [38]  [13], ear anti-spoofing method is proposed with 
different approaches. In the first study [38], full-reference and no-reference Image 
Quality Assessment (IQM) metrics had been applied for feature extraction from 
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ear images. The matching scores had been combined by implementing decision-
level fusion technique. In the second study  [13], the same IQM metrics are used 
for feature extraction step. However, score-level fusion (SLF) technique had been 
employed to combine matching scores. Afterwards, decision-level fusion (DLF) 
had been applied to obtain a final decision. The experiments had been conducted on 
AMI and UBEAR ear databases in both studies.

BACKGROUND
In this study, texture-based BSIF method and deep learning based CNN method 

are utilized to discover powerful and well planned technique in order to find out 
attacks to ear identification systems. The characteristics of the techniques are 
clarified as follows:

BINARIZED STATISTICAL IMAGE FEATURES
Binarized Statistical Image Features is a texture-based method for local image 

description. This method is a variant of Local Binary Patterns (LBP) and Local 
Phase Quantization (LPQ) approaches. The methodology of this approach is to 
compute a binary code string for each pixel of an input image by using a learnt filter 
which is obtained by applying Independent Component Analysis to natural image 
patches. The linear filter is applied to the image patch that has same size with the 
filter. The filter response  is obtained for each pixel as described in the following 
formula.

where  and  represent the linear filter and the image patch, 
respectively. If the obtained > 0, the binary code for that pixel  is determined 
as 1 and 0 otherwise. The contribution of BSIF is to use the statistics of natural 
image patches to obtain good representation of features [19]. BSIF algorithm is 
implemented for the applications of identification of a person based on biometric 
trait and spoof detection systems  [28] [39] [40] [41].

CONVOLUTIONAL NEURAL NETWORK
The CNN model is one of the mostly implemented Neural Network (NN) 

architectures. Its structure exists from hierarchical layers. The reduction of the 
number of parameters in the CNN model enhances the performance. Additionally, 
pre-processing is less in the CNN model. CNN model is applied for many research 
areas such as document recognition, digit classification, text classification, image 
classification, recommender system, biometric-based recognition system, medical 
imaging system, speech recognition, natural language processing, spoof detection, 
gender classification, plant disease and pest detection and character recognition [18] 
[42] [43] [44] [45] [46] [47] [48] [49] [50]. The general concept of the CNN model 
exists from multiple layers which are two types namely, convolutional layers and 
subsampling (pooling) layers.
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The main components of conventional Convolutional Neural Network (CNN) 
can be explained as follows. Firstly, the input data is convolved with different filters 
by sliding filter over each point of input data to learn features from it. The number 
of feature maps is equal to the number of filters applied to input data. Multiple 
convolutional layers are necessary to learn high-level features which represent the 
input data. In order to detect non-linear features, usage of activation function is 
inevitable in the convolutional layer. The activation function is applied to all feature 
values of

obtained feature maps. Some of the activation functions are tanh, sigmoid and 
ReLU. Further, reduction of dimension of feature maps is achieved by pooling layer 
which is necessary to provide simpler computation and extract most prominent 
feature. The mostly used types of pooling layers are average pooling and max 
pooling. After that, obtained feature maps are combined to get a common feature 
vector to be feeded to fully-connected layer for classification. The backpropagation 
algorithm is applied in the process of fully-connected layer. The widely used 
classification technique is Softmax in the CNN model.

PROPOSED METHOD
Our proposed method employs both CNN-based deep learning and texture-based 

BSIF method to implement a strong way to detect fake ear biometrics. General 
schema of our suggested technique is shown in Figure 1. The major steps of BSIF 
part of the algorithm are as follows:

Step 1: Enhance all ear images in train and test sets with histogram equalization 
and normalize them with mean variance normalization. Next, resize them to 
256x256.

Step 2: Convert all ear images into grayscale.
Step 3: Divide each image into 8x8 blocks.
Step 4: Compute BSIF code for each block with 7x7 filter. These operations are 

applied to all train and test ear images separately.
Step 5: After feature extraction process, train and test sets are shuffled to obtain 

a realistic model.
Step 6: Nearest Neighbor (NN) method is employed for classification part. The 

test ear image is compared with all train ear images and scores are obtained by 
calculating Manhattan distance. NN classifier is applied to determine whether ear 
image is genuine or impostor.

In addition to this, the detailed steps of CNN part are as follows:
Step 1: Resize all ear images to 256x256 and convert them into grayscale.
Step 2: Train and test sets are shuffled to obtain a realistic model.
Step 3: In the CNN model, 5 convolutional layers are employed with 3x3 kernel 

map and ReLU activation function.
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Step 4: Max Pooling technique with 2x2 pooling size is applied to reduce the 
dimension of feature map.

Step 5: In order to standardize the inputs of each convolutional layer and speed 
up training process, batch normalization is applied after pooling operation. Last 
obtained feature maps are flattened into vector form and it is called input layer. 
Further, dropout which its rate is set to 20% is applied before input layer to prevent 
the memorization of data.

Step 6: The input layer is fed to hidden layer which contains 128 neurons to 
construct a fully-connected NN. 

Step 7: Lastly, Softmax classifier is employed in the output layer to categorize 
test capture as genuine or impostor.

Figure 1. Schema of the proposed ear anti-spoofing method.

CNN and BSIF parts have been implemented separately and two decisions have 
been obtained. In order to find a common decision, decision-level fusion (DLF) 
which employs OR method is implemented. The logic of this rule is that if one of 
the method’s decision is genuine, it will lead final decision to be genuine, otherwise 
it is fake.

EXPERIMENTAL RESULTS
Experiments have been conducted on 6 different ear datasets. The number of 

real and fake images and original resolution of the images for all datasets are shown 
in Table 1. We have selected 200 ear images randomly from AMI and UBEAR 
databases [51] [52]. Further, we have selected 124, 60, 76 and 78 ear samples from 
IITD and USTB set 1, set 2 and set 3 databases, respectively [53] [54]. Because of 
absence of spoof database on ear images publicly, we have created spoof databases 
through printed photo attack on ear images. Therefore, native images have been 
sent to press with Olivetti d-colour mf223 printer device whose resolution is 
1800x600. Additionally, train and test sets have been created with real ear images 
and corresponding fake ear images.
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Table 1. Summary of AMI, UBEAR, IITD and USTB databases.

Database Name #Real #Fake Resolution of image
AMI 200 200 492x702

UBEAR 200 200 1280x960
IITD 124 124 272x204

USTB Set1 60 60 80x150
USTB Set2 76 76 300x400
USTB Set3 78 78 768x576

Performance of the method is measured by applying False Fake Rate (FFR), False 
Genuine Rate (FGR) and HTER (Half Total Error Rate). FFR is a rate of genuine 
ear images which are categorized as fake. Whereas, FGR is a rate of impostor ear 
images which are categorized as real. HTER is the error rate that is calculated as 
follows:

Several experiments have been conducted to find the best solution to the problem 
of ear anti-spoofing. Firstly, BSIF has been implemented on 6 different datasets. 
As depicted in Table 2 and 3, 1.5, 26.0, 1.0, 8.0, 1.0 and 17.0 error rates have 
been found out for AMI, UBEAR, IITD, USTB set 1, set 2 and set 3, respectively. 
Additionally, CNN-based method has been implemented and 0.5, 34.5, 1.0, 4.5, 0.5 
and 0.0 error rates have been found out for AMI, UBEAR, IITD, USTB set 1, set 2 
and set 3, respectively. CNN-based method achieves minimum error rates on AMI, 
USTB set 1, set 2 and set 3 datasets. On the other hand, BSIF method achieves 
minimum error rates on UBEAR dataset. Beside on this, both methods achieve the 
same performance on IITD dataset. In order to achieve the best performance for 
all datasets, we have implemented decision-level-fusion (DLF) of BSIF and CNN-
based methods. As a result, we have obtained 0.0 error rates for all datasets.

Table 2. Results (%) for each method on AMI, UBEAR and IITD databases.

AMI Database UBEAR Database IITD Database
Method Name FFR FGR HTER FFR FGR HTER FFR FGR HTER

BSIF 3.0 0.0 1.5 51.0 1.0 26.0 2.0 0.0 1.0

CNN 0.0 1.0 0.5 69.0 0.0 34.5 1.0 1.0 1.0
DLF 

(BSIF+CNN) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Table 3. Results (%) for each method on USTB set 1, set 2 and set 3 databases.
USTB Set 1 Database USTB Set 2 Database USTB Set 3 Database

Method Name FFR FGR HTER FFR FGR HTER FFR FGR HTER

BSIF 10.0 6.0 8.0 2.0 0.0 1.0 23.0 11.0 17.0

CNN 3.0 6.0 4.5 1.0 0.0 0.5 0.0 0.0 0.0
DLF (BSIF+CNN) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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COMPARISON WITH THE STATE-OF-THE-ART
In this section, firstly, our proposed method is compared with our previous 

studies that are focused on ear anti-spoofing problem from different point of 
view. Those methods employ IQM techniques basically. The first study [38], had 
been implemented on AMI and UBEAR databases which contain 50 subjects. 
As shown in Table 4, 8.5 and 15.5 HTER values had been obtained for AMI and 
UBEAR databases, respectively. The number of subjects for both databases had 
been incremented to 100 in the second study  [13]. In that method which combines 
SLF and DLF techniques, 1.0 and 10.0 HTER values had been obtained for AMI 
and UBEAR databases, respectively. Consequently, as it is observed in Table 4, 
the second study outperforms the first study. Currently, our proposed method is 
conducted on 6 different ear databases which makes it different from the existing 
previous experimental studies and instead of using IQM, we employed texture-
based and deep learning-based methods in the proposed method. Furthermore, 
the obtained results that are shown in Table 4 present that our currently proposed 
method is superior compared to the existing previous studies.

Table 4. Comparison with existing ear anti-spoofing methods.

Reference Methods Used Biometric 
Trait Databases Used #Subject Size of 

Image HTER

[38] IQM (DLF) Ear AMI
UBEAR

50
50 256x256 8.5

15.5

 [13] IQM(SLF+DLF) Ear AMI
UBEAR

100
100 256x256 1.0

10.0

Proposed 
Method

BSIF+CNN 
(DLF) Ear

AMI
UBEAR

IITD
USTB Set 1
USTB Set 2
USTB Set 3

100
100
124
60
76
78

256x256

0.0
0.0
0.0
0.0
0.0
0.0

Additionally, CNN-based methods which are performed on biometric traits which 
are iris, face and fingerprint are compared with our proposed method since there are 
only two ear anti-spoofing studies in the literature [13] [38]. The summary of the 
comparison is shown in Table 5. The first study [33] proposes an method for iris 
biometric trait that is based on CNN + SVM. In that study, 0.016 and 0.292 HTER 
values are found out for Warsaw-2017 and NDCLD-2015 databases, respectively. In 
the second study [34], BSIF and CNN are fused for iris presentation attack detection 
on Notre Dame, Warsaw, Clarkson and IITD+WVU databases and 3.28, 0.68, 9.45 
and 14.92 error rates are obtained. In the next study [24], a multi-channel CNN-
based method is proposed and conducted on WMCA face spoof database. 
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Table 5. Comparison with the available methods which use CNN-based deep                                  
learning methods on various biometric modalities.

Reference Year Methods Biometric 
Trait Databases #Subject Image 

Size #Epoch HTER

[33] 2018 CNN+SVM Iris Warsaw-2017
NDCLD-2015

-
-

-
- - 0.016

0.292

[34] 2018

BSIF+CNN 
(ensemble of 
multi view 
classifiers)

Iris

Notre Dame
Warsaw
Clarkson

IITD+WVU

-
-
-
-

260x260 -

3.28
0.68
9.45
14.92

[24] 2020 MC-CNN Face WMCA 72 128x128 - 0.3

[26] 2017 CNN Face Replay Attack
NUAA

22
50

-
64x64 - 10.0

0.98

[55] 2018 CNN Face CASIA-FASD
Replay-Attack

50
50 96x96 500 19.12

8.39

 [56] 2018 CNN Face

CASIA-FASD
Replay-Attack

MSU
Rose-Youtu

50
50
35
20

128x128 50

1.4
1.2
0.0
7.0

 [57] 2019 CNN Fingerprint LivDet2013
LivDet2011

-
- 200x200 100 3.7

6.45

[58] 2020

Patch-based 
deep learning 

machine 
(DRBM+DBM 

Model)

Fingerprint

LivDet2015 
(CrossMatch)
LivDet2013 
(Biometrika)
LivDet2013 
(ItalData)

51

-
-

640x480

315x372
640x480 500

6.44

3.5
2.80

Proposed 
Method 2020

BSIF+CNN 
(decision-level 

fusion)
Ear

AMI
UBEAR

IITD
USTB Set 1
USTB Set 2
USTB Set 3

100
100
124
60
76
78

256x256 250

0.0
0.0
0.0
0.0
0.0
0.0

In that study, HTER value is 0.3. On the other hand, [26] proposed a CNN-based 
spoof detection algorithm which is conducted on Replay attack and NUAA databases 
and HTER values of 10.0 and 0.98 are obtained, respectively. Further, CNN-based 
study [55] on face biometric trait is conducted on CASIA-FASD and Replay attack 
databases and 19.12 and 8.39 HTER values are obtained, respectively. Additionally, 
a face anti-spoofing method is proposed by using CNN model [56] and conducted 
on CASIA-FASD, Replay attack, MSU and Rose-Youtu databases. In that method, 
HTER values are 1.4, 1.2, 0.0 and 7.0, respectively. Moreover, a CNN-based 
method [57] is implemented for fake fingerprint detection algorithm. It is conducted 
on LivDet 2013 and 2011 databases and 3.7 and 6.45 HTER values are obtained. 
Another fingerprint spoofing study is conducted using patch based deep learning 
machine with Discriminative Restricted Boltzman Machines (DRBM) and Deep 
Boltzman Machines (DBM) called DRBM+DBM model [58]. The model obtains 
HTER values of 6.44, 3.50 and 2.80 on LiveDet2015 (CrossMatch), LiveDet2013 
(Biometrika) and LiveDet2013 (ItalData) datasets, respectively.
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Finally, our proposed method achieves better results compared to the available 
anti-spoofing methods with all HTER values equal to 0.0 for all datasets.

CONCLUSION
In this work, a powerful method is proposed by combining deep learning-based 

CNN and texture-based BSIF methods for ear identification systems security. CNN 
and BSIF are implemented separately for feature extraction and representation of ear 
images. In order to show the effectiveness and robustness of the proposed method, 
6 distinct ear databases which are AMI, UBEAR, IITD, USTB set1, USTB set2 and 
USTB set3 are used for the experiments. Combination of BSIF and CNN provides 
zero half total error rates (HTER) on all aforementioned datasets. Although CNN 
method and the fusion of  CNN and BSIF methods need high computation time, the 
performance of the proposed method can be considered as the main advantage since 
zero half total error rates are achieved on 6 ear datasets. In the biometric community, 
ear anti-spoofing is not studied with CNN and BSIF methods. Consequently, our 
proposed method has a contribution on the improvement of ear anti-spoofing 
applications in the biometric community. Further, our proposed method is compared 
with the available methods which are implemented for face, iris and fingerprint 
biometric traits by using CNN method and better results are achieved compared to 
the results of the other biometric anti-spoofing methods.
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REDUCED DIFFERENTIAL TRANSFORM METHOD WITH FIXED                          
GRID SIZE FOR SOLVING GAOUSAT PROBLEM 

Sema SERVİ  1

INTRODUCTION
Problems encountered in many fields of science through applied mathematics can 

be solved with mathematical models. The Goursat problem is a hyperbolic partial 
differential equation that appears in the analysis and calculation of many science 
and engineering problems. Many other problems such as stationary mass equations, 
Dirac and Maxwell fields, stochastic systems are solved with the Goursat problem. 
The solution is calculated serially and converges to the exact solution. In this study, 
the Goursat problem is solved with the Fixed Grid Dimension Reduced Differential 
Transformation Method (RDTM vs. FGS), different from many problems solved so 
far, and compared with methods such as, Adomian decomposition method (ADM), 
the variational iteration method (VIM) in the literature. Thus, the success, reliability 
and effectiveness of the method have been demonstrated.

The mathematical models we create to solve problems in many scientific fields 
usually consist of partial differential equations. Partial differential equations can 
appear as linear and non-linear equations. Solving these equations analytically is 
not possible in most cases. It is also highly time consuming and difficulting when 
it can be resolved. For this reason, many approximate solution methods are used 
to solve partial differential equations. Variational iteration method [13,16-18,21], 
modified variational iteration algorithm-II [18], the homotopy analysis method 
[19,20], homotopy perturbation method [20], the differential transform method 
(DTM) [14,15,21], the Adomian’s decomposition method ( ADM) [8,10-12,31], 
reduced differential transform method (RDTM) [1-4,5,6,7,8,9], Spline collacation 
medhod [22], Finite Difference Method [23,24], Laplace transform method [25-27] 
and so forth.

RDTM with FGS is a method created by the development of RDTM. With 
this method, firstly, partial differentiable differential equations are converted into 
algebraic equations. Then, the interval in which the equation is solved is divided into 
equal parts and approximate results are obtained with the fixed grid size algorithm 
and simple algebraic operations. Fixed grid size algorithms were applied with 
DTM for the approximate solution of linear and nonlinear initial value problems 

1  Selcuk University, Faculty of Technology, Computer Engineering, Konya, TURKEY.
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in previous studies [2-3] and efficient results were obtained. In this study, RDTM 
with FGS was applied to the Goursat problem, which is encountered in many areas 
in the literature. Many problems such as generalized spin zero rest mass equations 
on Minkowski space-time, between the black hole event horizon and the Cauchy 
horizon, Dirac fields inside a Reissner-Nordström-like black hole, an optimal control 
problem for the stochastic system, are solved by the Goursat problem. General form 
of the Goursat equation is given by the following equation:

                                                                        (1.1)                      

subject to initial and boundary conditions,

                                     (1.2)

RDTM WITH FIXED GRID SIZE SOLUTION
The principal descriptions of RDTM are given in the references [1-6,28-30]:
Definition 2.1. If the function ( , )u x t  is analytic and differentiated continuously 

with respect to time t and space x in the domain of interest, the equation where the 
t-dimensional spectrum function ( )kU x  is the transformed function is like this:

    (2.1)

The differential inverse transform of  ( )kU x  is defined as in the following:

                                                       (2.2)
 When equations of (2.1) and (2.2) are combined, we write,

                              (2.3)
As it can be understood from the definitions given, the concept of reduced 

differential transformation is created by using the power series expansion.
According to the RDTM and Table 1, we can derive the iteration formulas.:
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Table 1. Reduced differential transformation

With the grid points { }0 1 2, , ,..., Nt t t t  pointed out, the interval is divided into N 
evenly spaced subintervals. Our goal in this article is to investigate the solution of 
(1.2) for the interval [0,T].

0 0, Nt t T= =  as in the formulation,

                          (2.4)
The approximate solution function ( , )u x t  is designated as 0 ( , )u x t  in the first 

interval, and RDTM techniques are then used on the problem to get the nth order 
Taylor polynomials at point 0 0t = . Equation (2.5) is produced as a result.

                         (2.5)
From the initial condition (1.2),  

                 (2.6)
From here, we can determine from (2.5) the approximation of the u function at 

1t  as follows. 

                                             (2.7)
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The following equation can be constructed because the initial value of the second 
sub-domain at the instant 1t  is equal to 0 ( , )u x t :

                                         (2.8)
In a same way, 2

2( , )u x t  can be given as,

           (2.9)
Following the similar processes, we can arrive at the following grid point 1it +  

solution for ( , )iu x t :

            (2.10)
After calculating the ( , )iu x t  values from these equations, the exact solution of 

( , )u x t  is obtained as follows:

It can be understood from here that as we raise the value of N , we get more 
sensitive results.

APPLICATION
In this section, the method is compared with known exact solution and different 

approach solution methods to evaluate the efficiency and success of our method. 
The numerical results obtained are very encouraging.

Example 3.1:
The following equation describes the homogeneous Goursat problem. 

[8,12,13,31]:
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xtu u=                                                          (3.1)
The initial conditions are given by,

                           (3.2)
and the precise answer to the (3.1) equation is,

                              (3.3)
for N=10, we obtain the t-values as follows:

For the solution the equation, we first get the RDTM transform of (3.1) and (3.2) 
by the aid of Table 2.1 and we obtain the following equation,

The initial conditions are given by,

Table 2 below shows the absolute error values   at t and x points for the solutions 
of equation (3.1) with RDTM with FGS, VIM [13], ADM [8,12,13,31]. In Figure 
1-2, solution and error graphs of RDTM with FGS, VIM and ADM are given. As 
seen in Table 2 and Figure 1-2, the best approximation to the exact solution among 
the obtained results was calculated with RDTM with FGS. This clearly demonstrates 
the success of the method.

Table 2: Numerical Results of RDTM with FGS solution for N=10

x Absolute error (RDTM 
with FGS) Absolute error (VIM) Absolute error (ADM)

t=0.2

0.2 91.3152921 10.109 − 93.1812830 35.106 − 73.35723148 351.106 −

0.4 91.6065015 99.100 − 93.8856279 83.100 − 0.0000055786804455288

0.6 91.9621853 52.107 − 94.7459166 43.104 − 0.0000388392974777046

0.8 92.3966186 93.102 − 95.7966756 94.107 0.0001698713543172682

t=0.4

0.2 93.7369179 24.109 − 74.17824435 378.105 − 0.0000055786804455288
0.4 94.5642819 3.104 − 75.10331917 926.109 − 0.0000451522730760636
0.6 95.5748265 42.105 − 76.23320812 13.102 − 0.0002166980519206854
0.8 96.8091085 97.102 − 77.61325759 559.102 − 0.0007640794831402067
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t=0.6

0.2 96.5549516 5.104 − 67.3288935177001.10− 0.0000388392974777046
0.4 98.0062360 9.101 − 0.0000089515307567811 0.0002166980519206854
0.6 99.7788387 67.105 − 0.0000109334243560878 48.118558878353139.10−

0.8 81.1943900 29.106 − 0.0000133541146646613 0.0024261245980376810

t=0.8

0.2 98.8875428 00.109 − 0.0000563957524967322 0.0001698713543172682
0.4 91.0855269 99.103 − 0.0000688819276480269 0.0007640794831402067
0.6 81.3258655 84.109 − 58.41325764166893.10− 0.0024261245980376810
0.8 81.61941589 93.108 − 0.0001027597608864656 0.0064105493177863166

  
(a)                                                      (b)

(c )                                                      (d)
Figure 1. (a): RDTM with FGS solution (b): Exact solution (c): VIM solution (d): ADM solution
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(a)                                                      (b)

   (c)
Figure 2. (a): Absolute error for RDTM with FGS solution (b): Absolute error for VIM solution          

(c): Absolute error for ADM solution

Example 3.2:
The linear homogeneous Goursat Problem ,is given by the following equation 

[8,12,13,31],
2xtu u= −                                                     (3.4)

with the given conditions,
                             (3.5)

and the analytical solution for the (3.1) equation is,

Using the transformation equivalents of equation (3.4) from Table 1, the 
following equation is obtained,

and initial conditions,

Figure 3’s results VIM-Exact and RDTM with FGS-Exact are shown below [5]. 
Since the results obtained in the solution made with ADM give more errors than 
VIM and RDTM with FGS, they are not included in the evaluation in this question.
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(a)                                                     (b)

Figure 3. (a): RDTM with FGS -Exact solution (b): VIM-Exact solution
Table 3 below shows the absolute error values at t and x points for the solutions 

of equation (3.1) with RDTM with FGS, VIM [13].
Table 3: Numerical Results of RDTM with FGS solution for N=10

x Absolute error (RDTM with FGS) Absolute error (VIM)

t=0.2

0.2 6.9327778 56.108 − 73.780484794 912.101 −

0.4 98.4677140 13.103 − 74.61749455 80.104 −

0.6 81.03424892 31.107 − 75.63982058 032.105 −

0.8 81.26323449 44.102 − 76.88849241 087.108 −

t=0.4

0.2 98.11090794 30.103 − 0.00004615856701594375
0.4 99.90668533 13.103 − 0.00005637820106599474
0.6 81.21000527 013.109 − 0.00006886049028211463
0.8 81.47790378 17.105 − 0.0000841063927588364

t=0.6

0.2 98.40617391 17.109 − 0.00075359095218832817

0.4 81.02673240 045.101 − 0.00092043806752737271
0.6 81.25405378 531.106 − 0.00112422559439354970
0.8 81.53170475 750.103 − 0.00137313224178653797

t=0.8

0.2 96.88645629 75.108 − 0.00540328739853599792
0.4 98.41113671 24.107 − 0.00659959013170395668
0.6 81.02733855 570.108 − 0.00806075758958985118

0.8 81.25479414 003.109 − 0.00984543155278556653
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Figure 4 shows absolute error graphs of RDTM with FGS and VIM solutions.

    
(a)                                                      (b)

 Figure 4. (a): Absolute error for RDTM with FGS solution (b): Absolute error for VIM solution

CONCLUSION
It is extremely important to be able to solve linear and non-linear partial 

differential equations, which are encountered in solving or modeling many 
engineering problems. Given that solving partial differential equations is extremely 
challenging, most of them cannot be solved analytically, so approximate solution 
methods gain importance. In this study, the Goursat problem, which is encountered 
in many engineering problems, was solved with RDTM with FGS, a method different 
from the methods solved in the literature. And the results were also compared 
with VIM and ADM. In the results obtained, it is seen that the RDTM with FGS 
method approaches the exact solution more quickly with an analytical approach 
compared to VIM, ADM, and also gives much more successful results. This success 
also shows promise in solving linear and non-linear partial differential equations 
of the RDTM with FGS method, which are also encountered in other problems. In 
addition, RDTM with FGS is an extremely advantageous method in that it can be 
programmed very easily and can give very good results with less iteration. In this 
study, the calculations were made with the help of the Maple program.
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REWARDING WATER ANALYSIS DATA IN PROOF OF STAKE              
BLOCKCHAIN NETWORK

Batuhan GÖKTAŞ1, Nurettin DOĞAN2

INTRODUCTION
Blockchain is a common database that uses cryptographic methods to secure data 

and organizes data groups in a certain order according to time [1]. This database 
of common records contains data that is open and long-standing and that, among 
other things, occurs in a particular established group, such as historical transaction 
data [2]. A distributed node consensus algorithm, cryptography methods, smart 
contracts consisting of automated script code, distributed infrastructure, computing 
techniques, etc. are some of the key components of blockchain technology [3]. 
The above-mentioned components enable blockchain technology to meet the data 
specifications including the creation, verification, storage, and updating of data and 
the security of the data [4].  Decentralization is also advantageous for blockchain 
at the same time. Bitcoin is this technology’s most well-known application in the 
modern world [5]. Its benefit is the elimination of intermediary parties, and docking 
currency passwords is more practical.

Because data can be written to and saved on the block chain, which is primarily 
used to store data, the block chain functions as a database. Chain block chains can 
be divided into three categories: public, private, and union chain strands. Each of 
these categories has unique properties, although they can partially overlap. Users can 
select the appropriate blockchain type for their needs. The basic building parts of the 
block chain are the data layer, network layer, consensus layer, incentive layer group, 
contract layer, and consensus layer. The developments in block chain technology 
that best exemplify economic incentive schemes and smart contracts are those that 
are based on the time chain link structure, distributed node consensus mechanism, 
and consensus idea. Although not a fundamental component of block chain design, 
the incentive layer, contract layer, and application layer are generally used to create 
decentralized applications. Instead, they are needed to build consensus architecture 
block chains and cannot be deemed complete in their absence [6].

In addition to being directly responsible for protecting their health, people also 
need to think about the health of the people around them, and they must contribute 
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to the studies. There are environmental factors that directly or indirectly affect 
human health. The main environmental factors are water and food. Water, which is 
necessary for the continuation of vital events, should not contain harmful chemicals 
and small disease-causing organisms. In regions with unfavorable infrastructure, 
water can become a dangerous carrier for health. It is of great importance to analyze 
the water and to determine the total dissolved substance (TDS) amount in it to learn 
that it is healthy from the source to the stage when it is consumed. An incentive 
system is needed to analyze water in a widespread and sustainable way at the point 
of consumption.

In their research, Muammer Akgün et al. said, “One of the most important 
problems of 20% of the world’s population is the problem of access to clean drinking 
water. The records of the United Nations show that 1.2 billion people in the world 
do not have access to clean drinking water and another 2 billion people have to 
use polluted water. One of the most important problems in developing countries 
is water-borne diseases caused by polluted surface waters. It is estimated that a 
lack of clean water affects the health of 1.2 billion people and causes the death 
of 15 million children annually worldwide” [7]. The total amount of dissolved 
substances in water resources, briefly TDS, originate from natural resources, urban 
and agricultural wastes, sewage, and industrial wastewater. Salts used to remove ice 
from roads in cold weather conditions can cause TDS increase in water resources 
[8]. In her study, Ayşe Baysal said, “Keeping the intracellular and extracellular 
water in balance depends on the adequacy of sodium and potassium. To keep the 
daily sodium and potassium intake in balance, 3 g of salt should be taken for 10 
glasses of water” and stated the daily salt consumption values [9]. Since the amount 
of salt in the consumed water will increase the total amount of dissolved substances 
(TDS), it will be possible to prevent exceeding the amount of salt that should be 
taken daily by determining the amount of TDS. Indonesia has set a maximum 
value of 500 ppm as the TDS standard by the Ministry of Health. The Indonesian 
National Standard (SNI) has published it as 6.6 - 9.0 for the PH value of clean 
water. Based on this problem, water quality measurement and filtration tools were 
made using Arduino, a PH meter, and a TDS sensor [10]. Considering public health, 
it is necessary to analyze the water coming to the point of consumption and to 
encourage individuals who will provide this analysis data. Blockchain technology 
can be suitable for the incentive system. Michael Paul Kramer et al. have defined 
blockchain as a decentralized database whose data is distributed over a network and 
a consensus mechanism is used to verify transactions. This data can be transaction 
logs or executable code and programs. They explained that the data is processed 
and added to the chain in blocks [11]. Proof-of-stake (PoS) algorithms developed as 
a solution to the energy consumption problem of blockchain networks usually sell 
previously created coins/tokens [12]. Filiz Yüksel defined in her study about tokens 
as “Tokens represent any asset other than crypto money and provide certain rights 
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to the holder” [13]. Tokenizing assets means digitizing every asset, real or virtual. 
Since these tokens belong to whom and the transfer transactions are recorded on the 
distributed ledger, they cannot be changed and are transparent [14]. There has been 
rapid development in the metaverse and P2E games, which investors and players 
have been flocking to lately, and as a result, virtual property sales and coin prices 
are breaking new records [15]. Developed on top of the play-to-win (P2E) model, 
“move-to-win” (M2E) models have become popular recently. The STEPN project, 
the pioneer of the M2E model, monitors the movements of its users with purchased 
NFTs (an immutable token) and rewards them with an in-app token called Green 
Satoshi Tokens (GST) in exchange for their physical activity. With the popularity 
of M2E systems, the concept of the Internet of Things has begun to come together 
with crypto assets. In addition to the useful business models provided by the Internet 
of Things devices, users can be offered the opportunity to acquire crypto assets by 
integrating with the M2E (Move to Earn) model. Among these models, the Helium 
project aims to create an independent wireless network using LoRa technology. It 
serves around the world with approximately 30 thousand hotspot devices. Users 
are required to procure a Helium-approved hotspot device to mine in this project. 
With the EnviDa project, a decentralized solution can be developed to collect 
sensitive, future-oriented environmental data [16]. Based on the EnviDa ecosystem, 
environmental data will be collected in an unmanipulated way, free from political 
and industrial influences, and will provide the data basis for future environmental 
projects. In the EnviDa project, a cryptocurrency mining device in the proof-of-
work (PoW) architecture is carried out with the mining device called DriveMining, 
and data is collected through the connected sensors. In exchange for the collected 
data, EnviDa tokens are earned in a proof-of-stake (PoS) network [10]. In the Planet 
Watch project, each sensor produced detects the concentration of air pollution in 
an area. It aims to help the community and city authorities analyze where higher 
pollution levels are found. Temperature, humidity, carbon dioxide, toxic gases, 
and particle levels are detected by sensors. The sensor data is transferred to the 
blockchain network and informs the user with its mobile interface. It provides its 
existing infrastructure by using the incentive mechanisms behind it (PLANETS 
Token / Token) to create a global sensor network. When the studies are examined, it 
has been understood the importance of establishing an incentive system to eliminate 
the risks that water may face from its source to its consumption, and it has been seen 
that incentive systems can be provided with blockchain technology.

This study aims to determine the total amount of dissolved substances in the 
water reaching the end consumer. In return for this data obtained by the consumer 
and provided to the people around him, the token named WTDS, produced in the 
energy-saving proof-of-stake (POS) Algorand blockchain network was earned. For 
this purpose, water analysis data is transferred to the server with a TDS Meter and 
an IoT device, and in return, WTDS token gain is provided with a model suitable 
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for the M2E model, which is a sub-model of the P2E model. 80% of the 10 billion 
produced WTDS tokens are planned to be distributed over 25 years. Daily 876,712 
WTDS tokens are allocated and transferred to accounts that send data hourly at the 
end of the day. The user can access the obtained water analysis data and the gains 
obtained in return for these data via the mobile application interface. In this study, 
the server application was carried out with SpringBoot and the mobile application 
with Flutter, and the users who provided TDS data were rewarded with WTDS 
tokens in the Algorand network and successfully concluded.

MATERIALS AND METHODS
In this study, the water analysis data collection process is provided by the 

NodeMCU development board and the TDS Meter connected to it. A TDS meter 
is a device that displays the total dissolved solids (TDS) of a solution, ie the 
concentration of dissolved solid particles. TDS displays per million (ppm); 1 ppm 
indicates 1 milligram of dissolved solids per kilogram of water [17]. The TDS Meter 
has a measuring range of 0-1000 ppm. The components of the device developed in 
accordance with the concept of the Internet of Things are shown in Figure1.

Figure 1. NodeMCU and TDS Meter

The NodeMCU development board broadcasts as a wireless access point. The 
wireless access point where network scanning is done with the mobile device is 
shown in Figure 2.

Figure 2. NodeMCU Access Point
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By providing a wireless connection to the NodeMCU development board, a 
wireless network with internet access is defined. The wireless network definition is 
given in Figure 3.

  
Figure 3. Wireless Network Definition

The device with internet access transfers the collected water analysis data 
to the server application every hour. The server application is developed in 
Java with Spring Boot. The server application was developed with the Service-
oriented architecture (SOA) approach. Docker was used to quickly compile, 
test and distribute the developed software. The server application is responsible 
for retrieving the water analysis data, providing the data needed by the mobile 
application, and distributing the tokens. The Java package structure of the server 
application is shown in Figure 4.

Figure 4. Project Package Structure
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Tokenization, which is a part of payment and process development, plays an 
important role in adapting traditional business models to the blockchain system 
[18]. Tokens can be produced to maintain the continuity of the platform and increase 
its quality. At the same time, this unit can represent a value, service, or product. In 
short, it is possible to say that every product, value, or service turns into a token. 
The blockchain network used to reward the data collected by the sensors is the 
Algorand network in the PoS architecture, among the consensus method options. 
Proof of value (PoS) is an energy-saving compromise protocol alternative to the 
PoW protocol. Miners in the PoS protocol have to prove ownership of a coin 
amount (value). People with more assets in this protocol are more likely to be used 
in verification processes [19]. Blockchain systems working with the PoS algorithm 
usually sell previously created coins/tokens [12]. When evaluated in terms of 
high transaction speed and low transaction fee, it has been seen that blockchain 
applications with high data traffic to be developed, token generation and distribution 
processes can be carried out efficiently on the Algorand network. Algorand is a 
decentralized and scalable blockchain network with smart contract generation. It 
works with an infrastructure called Pure Proof of Stake. Mining is done with the Pure 
Proof of Stake method, which is an improved version of Proof of Stake and requires 
less energy than other blockchain networks. In addition to its scalable, secure, and 
decentralized structure; It aims to provide a solution to the transactional integrity 
problem experienced in other blockchains. Before branches occur in the block 
network, transactions are quickly identified and all problems are resolved. With this 
solution, Algorand contributes to the overall blockchain technology [20]. In this 
study, 10 billion WTDS tokens created on the Algorand network were produced. 
80% of the tokens were developed to be distributed to users for 25 years in exchange 
for water analysis data. Token distribution is provided to those with IoT devices 
and mobile application user registration via server application. Mobile application 
user actions are responsible for device management and display of analytics data. 
A mobile application has been developed for the crypto asset earnings so that the 
users are informed of the water analysis data and the incentive mechanism. The 
mobile application has been implemented in Dart language via the Flutter software 
development kit, which is suitable for cross-platforms. Flutter is an open-source 
UI development kit created by Google. It can be used to develop applications for 
Android, iOS, Windows, Mac, Linux, and the web [21]. The user registration of the 
mobile application developed in this study and the user operations of the user login 
screens are given in Figure 5.
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Figure 5. User Operations

Through the user registration screen, each user is provided with the mnemonic 
information of their wallets that only they can access. The mnemonic information 
that users need to save to access their personal wallets is given in Figure 6.

Figure 6. User Mnemonic Information
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The user must match with the device that provides water analysis data through 
the mobile application interface to which the user logs in. The matching process is 
provided by the device list broadcasting on the same network with the step of adding 
a new device from the mobile application interface. During user and device pairing, 
the location of the device is taken with the mobile device and geo-tagged data is 
collected. User and device pairing is shown in Figure 7.

  
Figure 7. User Device Pairing

Devices belonging to the user are listed on the main screen of the mobile 
application interface. The latest water analysis data, drinkability status, and 
estimated coin earnings for each device are shown in Figure 8.

Figure 8. User Device List
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In the mobile application interface, it is reported that the water is drinkable in the 
area where the device providing water analysis data in the range of 50-500 ppm is 
located. The warning that water not in the range of 50-500 ppm should not be drunk 
is given in Figure 9.

Figure 9. Undrinkable Water Alert

The 24-hour water analysis data provided by each device via the mobile 
application interface is shown in Figure 10.

Figure 10. Data of Water Analysis



103INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

With the server application developed in this study, token earnings are transferred 
to the wallets of the users connected to the devices that provide water analysis data 
at the end of the day. Access to the transferred token earnings is provided with the 
mnemonic key provided during user registration. The wallet balance that can be 
accessed with an unrecorded private mnemonic key is shown in Figure 11.

Figure 11. Wallet Balance

The regularly changing water analysis data collection process of the IoT device 
was provided through the siphon system. The connection of the IoT device to the 
siphon system is shown in Figure 12.

Figure 12. IoT Device



104 INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

DISCUSSION AND CONCLUSION
Within the scope of this study, in light of the total amount of solute in water, 

data that can be linked to the health of people living in the relevant regions will be 
provided. In terms of timely prevention of sudden water pollution, which causes 
severe diseases and deaths, its contribution to public health will be high. With the 
data obtained through this system, local governments will be able to make regional 
early interventions. It will be able to provide a market opportunity for water treatment 
systems by detecting water pollution and sharing information. With the IoT devices 
to be produced and the tokens to be produced for the incentive mechanism, an 
economic benefit will be provided by bringing and trading the tokens at a price 
to be determined within the scope of the token economy. With this project, which 
will be an example of a new crypto asset acquisition model, the meeting model of 
P2E (Play to Earn) and M2E (Move to Earn) systems with IoT devices, different 
useful business models will be created. Investment and sustainability of beneficial 
business models will be ensured by a similar token earning incentive system.
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T-SER: AN EFFICIENT SPEECH EMOTIONAL RECOGNITION MODEL FOR 
TURKISH LANGUAGE BASED ON MACHINE LEARNING ALGORITHMS

Emel COLAKOGLU1, Serhat HIZLISOY2, Recep Sinan ARSLAN3

INTRODUCTION
Emotions have a universal character. However, different meanings can be 

attributed to emotions in different cultures. In general, the feelings are the same 
in every society. Emotion is a feeling that indicates that a person is angry, happy, 
enthusiastic, sad or scared. Emotions are actually states derived from thoughts. 
People shape their feelings according to the fiction in their minds [1]. Emotions 
can be observed in the human body as both internal (such as heartbeat, nausea, 
stomach cramps) and external reactions (such as flushing of the face, opening 
of the eyes, sweating of the hands, increased respiration). However, the clearest 
expression of emotion is seen on the face. When we look at a person’s face, we can 
usually understand what mood they are in. Similarly, human voices can be used to 
understand emotion.

The basis of speech consists of sound [2]. The characteristics of speech are 
volume, timbre, pitch, duration, tone, emphasis, intersection, melody, and pause. 
Speech is the most important communication tool between people. For this reason, 
studies have focused more on the interaction between humans and computers, and 
audio signals have also been used in this context [3] .

The human voice does not only contain speech data. It also contains a lot of 
additional information on the audio signal, such as the person’s gender, age, 
dialect, physiology, and mood. Many studies are carried out in order to obtain this 
information from the audio signal [4-5]. By speaking, people convey not only what 
they want to say to each other, but also their feelings through sound. Even if we are 
not face to face with the person we are talking to, we can easily understand what 
mood he is in from the speech signal [6].

Speech emotion recognition is one of the studies that has started to gain 
importance in recent years. Speech emotion recognition is used in many areas such 
as call centers, driving assistance, education, health, entertainment, internet-based 
learning. Detection of human speech emotions is a rather complex process. Because 
the analysis of speech signals containing different frequencies and characteristics is 
quite difficult. Although many different methods have been developed in this area, 
success rates may vary depending on the quality of the data, language and variety 
of emotions.
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One of the most important points in speech emotion recognition is the selection 
of the data set. The dataset should be up-to-date, diverse, tagged, easy to access, 
frequently used for comparison, large number of samples, and samples should fully 
reflect emotions. Initially, a labeled emotion dataset is needed to create an emotion 
recognition system from speech. One of the factors affecting the success of the study 
is the labeling quality. There are two approaches to this labeling process. These are 
called dimensional and categorical. In the categorical method, emotions are grouped 
with discrete labels. In the emotional approach, the data is shown in the dimensional 
space with independent axes [1].

There are three main components in the architecture of emotion description 
systems from classical speech. The first step is to obtain the feature vectors after pre-
processing the audio signals [7]. Order to solve a problem with machine learning 
algorithms, appropriate features must be extracted. But the dataset may not contain 
ready-made features that can be used. In this case, the features must be removed from 
the data set. In general, features are collected in two categories in speech emotion 
recognition processes. These are the Prosodic features Pitch, Energy and Duration 
and the sound path system (Mel Frequency Kepstrum Coefficient (MFCC), Linear 
Predictive Cepstrum Coefficients (LPCC)) features. Among the extracted features, 
the ones most suitable for the problem are selected and given to the machine 
learning algorithm for the learning of the model. In the learning process, the hyper 
parameters of these algorithms are optimized with a validation set. 

When the previous studies are examined, it is seen that different emotion classes 
are used in the process of emotion recognition from speech. While most of the 
studies focus on 4 emotion analysis, there are analyzes up to 7 emotions. In general, 
high quality datasets prepared for emotion analysis were preferred in previous 
studies, and therefore, emotion recognition success rates reached high levels. The 
most used of these datasets are EmoDB, IEMOCAP and RAVDESS. In this study, 
however, we created our own dataset. The 5-second recording samples we took 
from Turkish movies and TV series were our disadvantage compared to ready-made 
datasets due to both sound quality and emotional intelligibility, since there was no 
shooting in a special environment. However, achieving high recognition rates in this 
way was a situation that would differentiate the study. In addition, fixed speakers 
were included in the ready datasets and the training and testing process progressed as 
speaker dependent. Of course, this is a situation that positively affects performance 
in previous studies. The second point that differentiates our study is that we have a 
speaker-independent data set. Very few studies have been conducted independently 
of the speaker, and success rates have been observed to be low. In this study, a very 
high success rate was achieved with 85.1%. 

Again, although different features were preferred in previous studies, the most 
used features are MFCC, Energy, pitch, Spectogram, ZCR, LPCC and HNR. While 
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the singular effects of these features were examined from some studies, hybrid 
datasets were created from these data from some studies. MFCC attribute was used 
in our study.

In the classification process, there are studies in which the performances of 
previous studies were compared using one-by-one classification algorithms. There 
are also studies in which hybrid models are preferred in order to achieve higher 
recognition rates. In this study, 11 machine learning algorithms were tested one 
by one and their results were compared. When we look at the past studies, it has 
been seen that Naive Bayes, SVM, Decision Trees, Logistic regression, K-nearest 
neighbor algorithms are mostly used in the process of speech emotion recognition.

RELATED WORKS
Guo et al. (2022) [8], Acoustic features include phase and magnitude information. 

However, standard speech emotion recognition methods focus only on magnitude 
information and ignore phase data, thus missing some information. This study aims 
to extract the phase properties correctly and to use them effectively. The datasets 
used are EmoDB and IEMOCAP. The features used are MGDCC, DRP, RP and size 
spectrogram. 2 models have been developed. SCM is the single-channel model and 
MCMA is the multi-channel model. ELM are extreme learning machines. KELM 
is a modification of the original ELM and prior studies show that KELM has better 
performance than ELM. In this study, KELM is used as a classifier. CNN was used to 
extract phase and magnitude related features from the V1 (magnitude spectrograms), 
V2 (MGDCC) and V3 (DRP). The highest success rates for both EmoDB and 
IEMOCAP were achieved with the multi-channel model MCMA. Features included 
in this success rate are Magnitude, MGDCC, and DRP. For EmoDB (WA 94.02% 
UA 93.66%) and for IEMOCAP (WA 57.58% and UA 58.07%)

Zhao et al. (2021) [9], IEMOCAP and FAU-AEC were used as datasets. The 
features are log-Mels, delta and delta-delta. Conv combined with parallel 2D SENet 
is used as feature extraction block. (PCNSE model). SADRN (Self-Attention Dilated 
Residual Network) has been used to model long-range dependencies. The CTC 
layer with the CTC model is used to automatically align emotional labels to what is 
emotionally salient. Two models were created. PCNSE-SADRN-CTC and PCNSE-
SABLSTM. The difference between the two is that instead of the DRN layer in the 
first, the BLSTM layer is in the second. The best results for the IEMOCAP dataset 
were obtained with PCNSE-SADRN-CTC. (73.1%). For FAU-AEC, the best results 
are PCN-SADRN and PCNSE-SADRN-CTC. (41.1%).

Senthilkumar et al. (2021) [10], RAVDESS, IEMOCAP and Emo-DB and are 
the datasets used in the study. Spectogram is used as feature. Different types of 
CNN are used for feature extraction. The classifier is a multilayer Bi LSTM. As a 
result, in both speaker-independent and speaker-dependent situations, the highest 
success rate in all 3 data sets was achieved with the model developed in this study. 
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In addition, among the data sets, EmoDB (86% speaker independent) and EmoDB 
(85.5% speaker dependent) have the highest success rates.

Abdulmohsin et al. (2021) [11], the datasets used are Emo-DB, RAVDESS and 
SAVEE. The features used in this study are Energy, Harmonic Ratio, ZC, Entropy, 
MFCC, GTCC, Pitch, Loudness, Fitness, Fourier, deviation of energy, Zero-
transition deviation. F-score feature selection was used for feature selection. One 
hidden layer neural network with 10 nodes is preferred as a classifier. In this study, 
the most successful classification rates were 86.1% (RAVDESS), 96.3% (Emo-DB) 
and 91.7% (SAVEE).

Ntalampiras (2021) [12], Log-mel spectrogram and temporal modulation features 
were used as features in the study. The data set used is Emo-DB. Siamese Neural 
Network (SNN) was used as a classifier. In this study, the best recognition rate was 
82.1% with 9 speakers. In this study, emotional characterization of parts of speech is 
carried out through analogies, that is, by evaluating the similarities and differences 
between new and known recordings.

Hizlisoy and Tufekci (2020) [13], they used Turkish emotional data set in their 
studies. Features were obtained using OpenSMILE, MIRtoolbox and JAudio tools. 
In feature selection, correlation-based feature selection method was preferred. 
The WEKA application was used in the classification process. In classification, 
results from ordinal minimal optimization, logistic regression, decision trees 
and Bayesian networks were obtained and compared. 10 times cross validation 
is preferred. The best result was obtained as 95.96% with the combination of 
MIRtoolbox+Jaudio+OpenSMILE+Bayes. In addition, while the best result was 
obtained with SMO before feature selection; after the selection, it is provided with 
Bayesian networks.

Yao et al. (2020) [14], they used IEMOCAP as the dataset. The recognition 
process is planned for 4 emotions (angry, happy, normal and sad). In this study, a 
hybrid structure was preferred. In this hybrid structure, DNN, CNN and RNN with 
different input types are used. With these inputs, the model is trained separately 
and then the decision-level fusion strategy is used to reach the result. Librosa was 
used for MS extraction and openSMILE was used for LLD and HSF extraction. The 
best result was obtained with the recommended fusion method and 57.1% WA and 
58.3% UA were achieved.

Langari et al. (2020) [15], in this study, a framework for speech emotion 
recognition based on an adaptive time-frequency feature extraction using the FRFT 
is proposed. DFrFT and Cepstral features were used as features. Cuckoo Search and 
Genetic Algorithm was used for feature selection. 2D CNN is the classifier used in 
the study. PDREC, EMO-DB and SAVEE were used as datasets. The best results 
on the basis of dataset (accuracy rates WA, UA) are EMO-DB(97.57%, 97.21%), 
SAVEE(80%,80%), PDREC (91.46%, 87.31%).
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Jia and Zheng (2021) [16], IEMOCAP and custom SER were used as data sets. 
MFCC is selected as the attribute. The three-layer BiMLSTM model was applied 
as a classifier. Five cross validation was performed on both datasets. 80% of the 
dataset is reserved for training and 20% for testing. In both datasets, the best results 
were obtained with the personalized model + the two-channel general model. (78% 
(SER) and 70% (IEMOCAP)).

Ancilin and Milton (2021) [17], EMOVO, Berlin, eNTERFACE, Ravdess, Urdu  
and Savee were used as data sets in this study. The features used are MFCC, MFMC, 
LFPC and LPCC. In this study, they changed the extraction process of MFCC. They 
extracted MFMC, which recognizes emotions with better accuracy than conventional 
spectral features, including MFCC and log frequency power coefficient. SVM was 
used as a classifier. During the classification process, 10 times cross-validation 
was performed. The MFMC feature outperformed the other features in emotion 
recognition in all six datasets. It also recognizes individual sentiments of datasets, 
with higher recognition rates than LFPC, LPCC and MFCC. The best results were 
81.50% for Berlin, 64.31% for Ravdess, 75.63% for Savee, 73.30% for EMOVO, 
56.41% for eNTERFACE and 95.25% for Urdu databases. (With MFMC).

Gokalp and Aydin (2021) [3], TESS and RAVDESS are included as datasets in 
the study. Resnet50 (type CNN), AlexNet (type CNN), Squeezenet (type DNN) and 
MobileNet (type CNN) were used as artificial neural networks. The features are 
MFCC and Spectrogram. Classifiers are Decision trees and support vector machine 
(SVM) and automatic encoders. The best result was obtained with the combination 
of Alexnet + Auto Encoder on the TESS dataset, with a 98% success rate.

Ozseven (2019) [18], the dataset used in the study is EmoDB. There are 149 
features in the study. Of these features, 45 are prosodic and 104 are spectral. MFCC 
features were obtained with openSMILE and others with Praat. Outlier detection 
(ADA), forward selection (IDS) and principal component analysis (PCA) were used 
for feature selection. SVM and k-NN were preferred as classifiers. The best result 
was obtained with the combination of z-score normalization + MCA classifier + 
high pass filter + ADA feature selection. (90.3%)

Bhavan et al. (2019) [19], MFCC, Delta and Delta–Delta MFCCs, Spectral 
Centroids are used as features. Feature selection was also made with Boruta. 
RAVDESS, IITKGP-SEHSC and EmoDB were used as datasets. SVM is the 
preferred classifier in the study. The used bagging community consists of 20 SVMs. 
The training and test data distribution is 90 to 10. 10 times cross-validation was 
performed on the data. The best result was obtained in the EmoDB dataset with 
92.45% (test data).

Huang et al. (2018) [20], the features used in the study are zero-crossing rate, 
root-mean-square, fundamental frequency, Harmonic-Noise-Ratio and MFCC. 
MHMC (Multimedia Human Machine Communication emotion dataset) and CHI-
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MEI mood disorder dataset were used as dataset. CNN and LSTM took part in the 
classification process. The best result was obtained with the combination of HSC + 
EP + LSTM. (75.56%)

Issa et al. (2020) [21], the features used in the studies are Mel-frequency 
Kepstrum Coefficients (MFCCs), Mel-scaled spectrogram, Chromogram, Spectral 
contrast feature and Tonnetz representation. RAVDES, EMO-DB and IEMOCAP 
are the data sets used. The Libora sound library was used for feature extraction. In 
classification, 1D CNN was preferred. In the study, different analyzes were made 
and these analyzes were named differently. The analysis, called Model B, had the 
best results. (96.34% dataset EmoDB).

Aouani and Ayed (2020) [22], 39 MFCC, Zero crossing ratio (ZCR), Teager 
Energy operator (TEO) and Harmonic noise ratio (HNR) are used as features. 
Feature selection was made with an auto-encoder (AE). In the classification process, 
SVM was used. The dataset is the RML sentiment database. The best result was 
obtained with Simple Auto Encoder as 74.07%. In addition, it was observed in the 
results that the performance increased after the feature selection process.

Wang et al. (2020) [23], the features used in the study are MFCC 
and WPC. Analysis was performed on EMODB and EESDB data sets. 
In order to realize emotion recognition independent of the speaker, the 
characteristics of an emotion were extracted using wavelet packet analysis.  
Sequential Floating Forward Search (SFFS) is used for feature selection. The 
classification process was carried out with SVM. The best result was obtained with 
the combination of WPC+SFFS+RSVM 79.5% (EMODB).

Pourebrahim et al. (2021) [24], in this study, labeled and unlabeled data were 
used together. In order to recognize speech emotion on this data, a semi-supervised 
learning model based on automatic encoders was tried to be created. The datasets 
used are IEMOCAP, FAUAEC, PESD, EmoDB and RAVDESS. The SSAE method 
is an automatic encoder-based structure proposed in this study. The proposed method 
(SSPSE) achieved 61.6% success.

Zhao et al. (2021) [25], in the study, log-Mel spectrogram, delta and delta-delta 
were used as features. IEMOCAP data set was used. Models were trained for 100 
cycles. TCN with 5-layer 1D convolutional modules was used as classifier and 
LSTM was used for decoder. For comparison, the BLSTM network was preferred. 
The best results were WA (65.0%) and UA (66.1%) in the test set and WA (68.6%) 
and UA (69.5%) in the training set. These results were obtained with the self-
attention-based TCN model.

Atila and Sengur (2021) [26], MFCC, coleagram and fractal dimension were 
used as features in their studies. Classification was done with 3D CNN-LSTM. The 
datasets used are RAVDESS, SAVEE and RML. Python is used for signal-to-image 
conversion. The deep model was developed in MATLAB. 10 times cross-validation 
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was done. Success rates for each dataset are RAVDESS (96.18%), SAVEE (87.5%) 
and RML (93.2%).

METHODOLOGY
In our study, primarily 58 single films and TV series in Turkish were examined 

for 4 emotions. From here, 409 sound recordings of 5 seconds were taken. In 
addition, 403 records were created within the 10 second analysis. Camtasia Recorder 
application was used while taking these recordings. After recording, cutting and 
editing of the audio files were done with Camtasia Studio. All audio files are arranged 
to be single channel and sampling frequency is 22050 in all. The file format is wav.

In the second stage, the feature extraction process was applied. Here, MFCC 
features are extracted from the data.  Afterwards, standardization with normal 
distribution was applied on the data.

Figure 1. Architectural Structure

The obtained data were randomly separated as training and test data for 
classification. Different classification algorithms were trained with the training 
data and subjected to the classification process for the test data. In the classification 
process, which is the last stage, SVM, Logistic Regression, k-NN, Decision Tree, 
Gaussian NB, Linear Discriminant Analysis, Ada Boost, Gradient Boosting, Extra 
Trees, XGB and Random Forest algorithms were tested and the best results were 
obtained with SVM. As a result, the best performance in emotion recognition is in 
angry and neutral emotion; the most unsuccessful recognition rate was obtained in 
the feeling of happiness. Details of all processing steps are given in this section.

Feature Extraction with MFCC
MFCC is a feature extraction technique this is frequently used in speech emotion 

recognition methods. In MFCC, frequency bands are located logarithmically. MFCC 
is calculated using Equation 1 [27].

                      (1)

In order to extract the cepstral coefficients, the speech sample is taken as input 
and the Hamming window is applied to minimize the discontinuity of the signal. 
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These windows are then used in conjunction with the Discrete Fourier Transform 
to construct the Mel filter bank. The width of the filters changes according to the 
Mel frequency curve, and thus the features on the critical band around the center 
frequency are calculated. Finally, the obtained coefficients are used to calculate the 
inverse Fourier Transform coefficients [7].

The MFCC feature extraction steps are shown in Figure 2.

Framing and 
windowing FFT Absolute value Mel-scaled 

filter bank Log Discrete cosine 
transform(DCT)

Input: Audio Signal

Output: Feature 
Vectors

Figure 2. MFCC feature extraction steps [27]

DATASET DETAILS
We prepared the dataset to be used within the scope of the study ourselves. 

Camtasia Recorder application was used for this process. In addition, all cutting and 
editing operations on audio files were done with Camtasia Studio. The file format 
of the audio recordings is wav. All recordings are single channel and sampling 
frequency is 22050.

At this point, 58 single series of movies were examined for the 5 second data set. 
In this issue, the sections of the related series are counted as one. With the same setup, 
49 TV series were analyzed in a 10-second dataset. As a result of this examination, 
data in the following breakdowns and numbers were prepared (Table 1).

Table 1. Emotion Distribution for the 5 Sec. Dataset

Angry Happy Sad Neutral

100 96 105 108

In this prepared data, 100 records that were interpreted as the most successful for 
4 emotions were selected and the 5 sec. data set consisted of 409 records. 90% was 
used as a training set and 10% as a test set. For 10 seconds, all 403 data prepared 
were used. Again, 90% was chosen as the training set and 10% as the test set. 
When the results obtained in the 5 sec. and 10 sec. datasets were compared, it was 
determined that there was no significant difference in recognition rate.

While determining the data set, attention was paid to the fact that there was no 
music in the TV series and movies watched, the sound quality was smooth and at 
the same time there was only one voice, and there were scenes with a single speaker 
where the speakers did not interrupt each other. To achieve this, a lot of movie and 
serial scenes were watched and eliminated.
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Each sample used in the data set belongs to only one speaker and a speaker-
independent model was created. When we look at the literature, speaker-independent 
models are seen as a disadvantage for success in such studies. Because in the studies 
in the literature, generally successful results have not been obtained. This work has 
achieved success, although the speaker is independent.

STANDARDIZATION WITH NORMAL DISTRIBUTION
Normalization is one of the standard preprocessing techniques. In many studies, 

min-max or z-score normalization is used in the preprocessing process. In min-max 
normalization, the features are normalized between [0, 1]. Formula 2 is used for this 
process [28].

                                             (2)

 and  are the maximum and minimum value of the A attribute. V is the 
original value of A and v’ is the normalized value of A. This way the minimum and 
maximum values   are mapped between [0, 1]. Z-score normalization is calculated 
using formula 3 [28].

                    (3)

  and  are the mean and standard deviation of the A attribute. V represents 
the original value of A and z the normalized value of A. After normalization, the 
mean and standard deviation of all values   lie between [0, 1]. The standard normal 
distribution is actually the z-score normal distribution. In our study, the standard 
normal distribution was also used.

Figure 3. Standard normal distribution [29]

Classification Methods
In the classification process of our study, different algorithms were used and the 

results were compared. 

K-Nearest Neighbors
K-NN classifier is one of the pattern recognition methods that classifies training 

samples by looking at the closest ones to each other. In this method, it classifies by 
looking at its k nearest neighbors according to the k value given. In this classification 
method, a vector is classified based on vectors whose classes are known [30].



115INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

K-NN classifier is a statistical learning method proposed by Cover and Hart in 
1968. Advantages of the K-NN method; simplicity, efficiency, and high success rates 
in noisy data. The disadvantages of the k-NN method are that it has low accuracy 
values   in large-sized data, it requires high hardware performance, the uncertainty of 
the distance type, and high computational cost [31].

In this method, the sample data to be tested is compared with each sample in the 
training set one by one. In order to determine the class of the tested sample, k pieces 
of values   closest to that sample are selected in the training set. If the number of 
these selected samples is higher, it is said that the tested sample belongs to this class. 
The distance between samples is found by the Euclidean (Euclidean) distance. It is 
stated in the literature that the most appropriate k value is taken by trial and error 
and generally as 3, 5 or 10 [30].

Logistic Regression
Logistic regression is a method used to classify data. Similar to standard 

regression analysis, it investigates the relationships between independent and 
dependent variables. It is a flexible, easy-to-use method that can achieve successful 
results with few variables [13].

The basic point of logistic regression is to create a regression equation to 
determine which group the data to be classified belongs to. The subject of logistics 
modeling dates back to the 1845s. It is observed that the use of this analysis in 
military matters, education, internal migration movements and meteorology has 
increased in recent years. Still, the most common use area is in health. Logistic 
regression has an important place in categorical data analysis. It comes from the logit 
transformation applied to the dependent variable of the logistic regression analysis. 
The resulting model (intended model) obtained as a result of logistic regression 
analysis is a nonlinear function [32].

While the value of the dependent variable is estimated in the regression equations, 
the probability of realization of one of the values   that the dependent variable can 
take is estimated in the logistic regression. The main feature that distinguishes 
logistic regression from linear regression is that the outcome variable is binary [33].

Decision Tree
Decision trees are used in both classification processes and regression problems 

in machine learning algorithms. The basic logic of the decision tree is as that. For a 
value whose class is unknown, one or more consecutive decision functions are used 
and the class it belongs to is determined as a result [30].

In general, the decision tree consists of a root node and multiple internal and 
end nodes. Root and internal nodes are non-terminal nodes and connect to decision 
stages. Terminal nodes represent final classifications. The root node represents the 
set of all classes in the process. A set of nodes at a given level in the tree, that is, 



116 INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

the same “distance” from the root, is called a layer. Each node consists of a set of 
classes to be distinguished, a set of features to be used, and decision rules necessary 
for classification [34].

Support Vector Machines (SVM)
SVM is a method based on the principle of minimizing structural risk and 

statistical learning theory. It is used to solve regression and classification problems. 
SVM solves any classification or regression problem by transforming it into a 
quadratic programming problem without being stuck with local solutions. The 
biggest advantage of SVM over other algorithms is that it does not get stuck in local 
solutions. Also, the generalization ability of SVM is very good. SVM has been used 
as a classifier in many different studies. Examples of these are face recognition, voice 
recognition, 3D object recognition, text classification and handwriting recognition 
[35].

Parameter optimization and kernel function selection have an important place 
in SVM models. In the applications in the literature, it has been seen that the radial 
basis kernel function is used with the thought that it generally gives better results 
[36]. The main purpose of SVM is to obtain the most suitable hyperplane that 
can separate the classes from each other. That is, it tries to maximize the distance 
between vectors belonging to different classes.

SVM was introduced in 1995 for the solution of pattern recognition problems. 
SVMs were developed to figure out the classification problem, but have also been 
extended to figure out regression problems. The main purpose is to create a dividing 
line or hyperplane between the data of the two classes. SVM is machine learning 
algorithms developed to solve the two-class and multi-class classification problem. 
SVM is basically divided into two according to whether the data set can be separated 
linearly or not. In case the training dataset is linearly separable, the SVM tries to find 
the separating hyperplane with the largest boundary [36]. The hyperplane linearly 
separates data of any size. This hyperplane can be two-dimensional, or more. SVM 
creates parallel partitions by creating two parallel lines. It separates the area in a 
single pass to create straight and linear sections. SVM tries to find the widest gap, 
i.e. the largest margin, between the categories, dividing the two categories as wide 
as possible. This partitioning is done by the hyperplane [37].

Nonlinear SVMs are algorithms used when the data set cannot be separated 
by a linear function exactly or with a certain error. In real life problems, linear 
separation of a data set with a hyperplane is often not possible. Therefore, the 
process of separating the classes is possible by estimating the separation curve. 
However, in practice, the curve is very difficult to predict [36]. Kernel functions are 
used to classify data rather than deriving nonlinear curves. SVM can also be used 
in nonlinear classification tasks with the implementation of kernel functions [37].
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Gaussian Naive Bayes Classifier
Naive Bayes is a probability-based machine learning algorithm based on Bayes’ 

Theorem used in different classification problems. Bayes’ Theorem in this definition 
is a formula that calculates conditional probabilities. Naive Bayes algorithms are 
generally used in recommendation systems, spam filtering and sentiment analysis. 
The method is quick and easy. However, the need to be independent of the estimators 
is the biggest disadvantage [38].

In Gaussian Naive Bayes, it is assumed that the continuous values   associated 
with each feature are distributed according to a Gaussian distribution. When the 
graph is drawn according to the values   obtained, a bell curve that is symmetrical 
according to the average of the attribute values   is obtained. This graphic format is 
shown in Figure 4.

Figure 4. Gaussian distribution [38]

Extra Tree
The Extra Trees classifier is a community tree-based machine learning algorithm. 

It relies on randomization to reduce computational cost and variance. Extra Trees 
can be used for classification or regression problems. Extra Trees trains a large 
number of decision trees. Then, they aggregate the results from decision trees to 
create predictions. It is similar to Extra Trees Random forest. There is very little 
difference between them. Random forest uses the bagging method to select different 
variables from the training data. However, extra trees use the entire dataset to train 
decision trees. The other difference between the two algorithms is that extra trees 
randomly select the values   that a feature will split and child nodes will generate. 
However, an algorithm is used for this operation in the Random forest. Also extra 
trees is faster than random forest [39]. 

Gradient Boosting Classifier
Boosting is basically a method of transforming weak learners into strong learners. 

It does this recursively, incrementally. There are multiple boosting algorithms. The 
main difference between them is how the weak learner defines his/her deficiency. In 
Gradient Boosting, the first leaf is created first. Then, new trees are created taking 
into account the prediction errors. This cycle continues until the specified number 
of trees or more success than expected. First, the target value is averaged. This is the 
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first leaf to be accepted as a first guess. Then, this value is compared with the target 
value and it is determined how much estimation error was made. This error value is 
calculated by subtracting the erroneous value from the observed value [40].

Linear Discriminant Analysis (LDA)
Linear Discriminant Analysis (LDA) is a linear decision boundary classifier 

created by fitting class conditional densities to the data and applying Bayes rule. 
This method is also known as the generalization of the linear discriminant. This 
method converts the dataset to a lower dimensional dataset. In other words, it 
is the reduction of dimensions in order to reduce model complexity and reduce 
computational costs. The normal LDA model fits any class with Gaussian density 
and also assumes that each class uses the same covariance matrix. LDA is closely 
related to ANOVA (analysis of variance) and regression analysis, which attempt 
to express a dependent variable as a linear combination of other characteristics or 
measures [41].

XGBoost
It is a machine learning algorithm based on gradient boosting and decision 

tree algorithm. It is the optimized performance version of the Gradient Boosting 
algorithm. It is the best of decision tree based applications. It has high predictive 
power and speed. It can also prevent over-learning. Higher achievements can be 
achieved using fewer resources. The working process starts with the first guess. This 
estimate can be any number as the correct result will be reached by converging with 
the actions to be taken in the next steps. This number is 0.5 by default. How good 
this estimation is examined by erroneous estimations of the model. Errors are found 
by subtracting the estimated value from the observed value. The working logic of 
XGBoost and Gradient Boosting is the same. There are some differences in detail. 
They differ in regularization, pruning, working with nulls, and system optimization 
[42].

ADABoost
AdaBoost is considered the first boosting algorithm. In this model, the education 

process begins with the training of the weak learner. Incorrectly guessed examples 
may occur during this tutorial. In the next training, these incorrectly estimated 
training data are given priority, that is, their weights are increased and retrained. In 
this way, the output of the weak learner becomes the input to the other learner. At 
the last point, all results are combined and the final result is obtained. Decision trees 
with maximum depth trained from the training set are not used. Instead, AdaBoost 
is used as a weak learner, and decision trees consisting of one node and two leaves 
with a depth of one are used. Correct ordering is important because it has a cascading 
structure. The error made in the first decision tree affects the weights of the other 
decision tree. A sequential computation is used in the AdaBoost algorithm [43].
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Random Forest
Random forest algorithm is in supervised classification algorithms. It can be 

used in both classification and regression problems. Basically, in this algorithm, 
more than one independently working decision tree comes together and the highest 
scoring one is selected. In this case, the success rate increases as the number of trees 
increases. The main difference from decision trees is that the process of finding the 
root node and splitting the nodes in the random forest is random [44]. 

The biggest disadvantage of Decision Trees is that they memorize data with 
excessive learning. To solve this problem, the Random Forest model creates and 
trains multiple subsets of both the data set and the attributes. If the problem is 
regression, the average of the predictions of the decision trees, and if the problem 
is classification, the most successful one is selected. In addition, another important 
feature of the random forest is that we can give it a certain number of attributes and 
ask it to choose the most suitable ones among them [45]. We also observed that there 
are studies using it in the literature.

Evaluation Metrics
To compare the performance of classification metrics, criteria such as accuracy, 

precision, recall and F1-measure which are frequently used in the literature. 
                    (4)

                      (5)

                                                                (6)

                                  (7)

RESULTS
In this study, it is aimed to automatically determine emotional states for 4 different 

classes by using the sounds obtained from Turkish films. For this purpose, tests were 
performed with different classifiers and the results were evaluated comparatively 
and shown in detail in Table-3. According to Table 2, it is seen that the best result 
is obtained with the SVM classifier. In addition, GradientBoosting, ExtraTrees and 
RandomForest algorithms also showed a recognition performance of over 70%. The 
dataset was randomly allocated as 90% training and 10% testing. In the confusion 
matrix, 0 corresponds to angry, 1 happy, 2 neutral and 3 sad. For all emotions, 150 
records were used as training sets and 10 records as test sets.
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Table 2. Results and Comparison of All Algorithms

Algorithm Type Accuracy Precision Recall F1-measure
SVM 82.5% 84.2% 82.5% 82.5%

Logistic Regression 57.5% 57.3% 57.5% 57.3%

K Nearest Neighbors 45% 54% 45% 44.6%
Decision Tree 35% 34.7% 35% 34.3%
GaussianNB 50% 49.6% 50% 43.3%

Linear Discriminant Analysis 62.5% 63.8% 62.5% 62.8%
AdaBoost 47.5% 53.7% 47.5% 47.6%

Gradient Boosting 70% 70.8% 70% 70.2%

Extra Trees 75% 80.5% 75% 73.9%

XGB 60% 61% 60% 59.4%
Random Forest 77.5% 77.9% 77.5% 77.2%

Gridsearchcv was used to determine the most appropriate parameter values for 
the SVM algorithm, where the best result is obtained. The best parameter values   
obtained afterwards are shown in Table 2. In addition, parameter ranges and the 
default value for the relevant parameter are also included in the same table. 

Table 3. Hyper Parameters

Parameter Used Value Parameter Ranges Default Value

probability True True, False False

C 1.0 0.1, 1, 10, 100, 1000 1.0

kernel rbf Linear, rbf, poly, 
sigmoid, precomputed rbf

gamma scale Scale, auto or float scale

break_ties False True, False False

decision_function_shape ovr Ovr, ovo ovr

class_weight None Dict, Balanced, None None

tol Float values

shrinking False True, False True

degree 6 0, 1, 2, 3, 4, 5, 6 3

When we examine Table 2, there are 3 parameters that we use different from 
the default value. These are probability, shrinking and degree. Probability means 
whether to enable probability estimates. The shrinking value determines whether 
to use the heuristic or not. Degree is the degree of the polynomial kernel function. 
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In addition, one of the few parameters that is important is gamma. If a low value is 
selected, the training will sparsely fit the dataset, while a higher value will result in 
full fit. But in this case, it can cause over-learning.

The Confusion matrix obtained after the classification with SVM is shown in 
Figure 5 and Figure 6.

Figure 5. Confusion Matrix Figure 6. Confusion Matrix 
        (Percentage Value)

According to these two figure, the feeling of angry and neutral is recognized at 
the rate of 90%, and the emotion of sadness is in the second place with 80%. The 
lowest recognition rate was 70%, and happy emotion was also obtained. When we 
look at the general result, the emotion recognition rate is 82.5%. In the training and 
testing process of other algorithms, the 150-10 distribution in SVM was used. All 
results are listed in Table 3.

In the third analysis, k-fold cross validation was used. In this method, the data is 
divided into equal parts according to a determined k value. This ensures that each 
part is used for both training and testing. Thus, errors and deviations caused by 
dispersion and fragmentation are minimized [46]. Only in this case, an additional 
time delay occurs during the training and testing process. Although this is not a 
problem for small data, it can be costly in terms of computation and time in large 
data.

The parameters used in K-fold cross validation and the most suitable values are 
given in Table 4.

Table 4. K-fold Parameters

Parameter Used Value Parameter Ranges Default Value

n_splits 10 Int values 5
n_repeats 3 Int values 10

random_state 123 RandomState instance or None None

According to Table 4, values   different from the default value were given to all 
parameters and the best results were obtained with the values   in the column named 
used value. n_splits is the card number value. It cannot be less than 2. n_repeats 
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is the number of times the cross validator should repeat. random_state checks the 
randomness of all repeated cross validation instances. An integer value is required 
for reproducible output between multiple function calls.

Table 5. Results and Comparison of All Algorithms (Comparison with K-fold)

Algorithm Type Accuracy Accuracy(With K-fold)

SVM 82.5% 85.1%

Logistic Regression 57.5% 81.3%

K Nearest Neighbors 45% -

DecisionTree 35% 58.6%

GaussianNB 50% 51.6%

Linear Discriminant Analysis 62.5% 64.5%

AdaBoost 47.5% 53.1%

Gradient Boosting 70% 78.3%

Extra Trees 75% 81.3%

XGB 60% -

Random Forest 77.5% 80.7%

When we examine the Table 5, an increase in accuracy values   was observed in all 
algorithms after K-fold. Again, the best results were obtained with SVM (85.1%). 
The highest percentage increase was achieved in Logistic Regression. Figure 7 is 
the graphical result of Analysis 3.

Figure 7. Results of Analysis (K-fold)

In the stacking model, Extra Trees is used in Layer 1 and SVM is used in Layer 
2. The accuracy rate obtained in this 2-layer structure is 81.5%. As can be seen here, 
higher performance has been achieved with single-layer SVM.
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DISCUSSION
When the classification algorithms were compared in our study, the best result 

was obtained with SVM. The accuracy value is 82.5%. In the SVM algorithm, 
the best recognized emotion was angry and neutral with 90%, while the emotion 
with the least recognition rate was Happiness (70%). When k-fold cross validation 
was applied, the recognition rate increased in all algorithms. But again, the best 
results were obtained with SVM. (85.1%) In a 2-layer model test as a classifier, the 
accuracy rate remained at 81.5%. (Used Extra Trees in Layer 1 and SVM in Layer 
2). In this case, the best result was obtained with SVM classifier (Single Layer) + 
k-fold cross validation.

Table 6 is the table of result obtained when we compare our model with similar 
studies conducted recently (in 2020 and 2021).

Table 6. Comparison with Previous Studies

Study Data Set Feature Extraction Classifiers Accuracy 
Rate

S.Gokalp and I.Aydin 
(2021)

TESS
RAVDESS MFCC, spectrogram

Decision Trees, 
SVM, Automatic 

Encoder
98.00%

S.Langari et al (2020)
EmoDB
SAVEE
PDREC

DFrFT, Cepstral features 2D CNN 97.57%

D.Issa et al (2020)
RAVDESS,  
EMO-DB 

IEMOCAP

Chromagram, MFCCs, Mel-
scaled spectrogram, Tonnetz 

representation, Spectral 
contrast feature,

1D CNN 96.34%

H.A.Abdulmohsin et 
al (2021)

EmoDB
RAVDESS

SAVEE

Energy, Harmonic Ratio, 
ZC, Entropy, MFCC,GTCC, 

Pitch,Loudness, Fitness, 
Fourier, Haar, deviation 
of energy,Zero-transition 

deviation

Neural Network 96.30%

J. Ancilin and A. 
Milton. (2021)

Urdu
eNTERFACE

Berlin
EMOVO 
Ravdess 
Savee

MFCC,MFMC,LFPC, LPCC

SVM

95.25%

L.Guo et al (2022) EmoDB
IEMOCAP

MGDCC, DRP, RP, 
magnitude spectrogram KELM 94.02%

N. Senthilkumar et al 
(2021)

EmoDB
RAVDESS Spectogram BiLSTM 86.00%

S.Ntalampiras (2021) EmoDB Log-mel spectrogram, 
Temporal modulation

Siamese Neural 
Network 82.10%

K.Wang et al (2020) EmoDB MFCC,WPC,SFFS SVM 79.50%
N.Jia and C.Zheng 

(2021) Custom SER MFCC BiMLSTM 78.00%

H.Aouani and Y.B. 
Ayed (2020) RML TEO, 39 MFCC, HNR, ZCR SVM 74.07%

Z.Zhao et al (2021) IEMOCAP 3D log-mels spectrogram

A TCN with 1D 
convolutional 

modules, 
LSTM,BLSTM

66.1%
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Y.Pourebrahim et al 
(2021)

IEMOCAP 
FAUAEC 

PESD 
EmoDB 

RAVDESS

- Auto Encoder 61.60%

Z.Yao et al (2020) IEMOCAP - DNN,CNN,RNN 58.30%

Our Proposed 
Method Our Dataset MFCC

SVM, Logistic 
Regression, KNN, 

Decision Tree, 
GaussianNB, Linear 

Discriminant 
Analysis, Ada Boost, 
Gradient Boosting, 
Extra Trees, XGB 

and Random Forest

85.10%

As can be seen in Table 6, a great deal of work has been done in recent years on 
speech emotional recognition. Different features obtained from different datasets 
were used in the training of various classifiers and the results were as given. When 
the results obtained are examined, the recognition rates in the ready-made data sets 
prepared according to the purpose of the study (recognition of speech emotion) are 
quite high. (Especially in the EmoDB dataset). In our study, tests were carried out 
with different classifiers for an original dataset obtained from Turkish films and high 
classification success was achieved. It is valuable to carry out such a study for the 
Turkish language and to have a high performance in the end. It is thought that the 
performance will increase if more data is used in this area. 

CONCLUSION
Within the scope of this study, speech emotion recognition was performed using 

different machine learning algorithms. The most important difference of this study 
from previous studies is that ready-made datasets, which have high accuracy values   
and were used frequently in previous studies, are not preferred. We used the data set 
we prepared ourselves within the scope of the study. Our dataset consists of many 
speaker-independent examples. Our achievement is better than rates in previous 
studies in speaker-independent models.

SVM, Logistic Regression, K Nearest Neighbor, Decision Tree, GaussianNB, 
AdaBoost, XGB Extra Trees, Linear Discriminant Analysis, Gradient Boosting and 
Random Forest were used as machine learning methods. When the results obtained 
from all classifiers were compared, the best result was obtained with SVM.

In our future studies, we plan to increase the sample size of the data set (we 
observed that the performance increased in this way).
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A TECHNICAL EVALUATION OF THE PERFORMANCE ANALYSIS OF           
BAYBURT SOLAR POWER PLANT USING HELIOSCOPE SOFTWARE AND 

ACCORDING TO IEC 61724
Mustafa Engin BAŞOĞLU1, Badel Kocagöz DEMİR2

INTRODUCTION
Diversity in electrical energy production has gained importance since the 

beginning of the 2000s. Until the 2000s, electricity generation was mostly based 
on fossil-based sources in Turkey and in the world (except for hydroelectric-
based energy production), while harmful effects on the environment, increased 
environmental awareness, limited fossil resources, less exposure to global price 
changes in energy production, etc. [1]. The use of renewable energy sources has 
been increasing continuously since the beginning of the 21st century. Solar energy, 
one of the renewable energy sources, has come to the forefront compared to other 
renewable energy sources due to its advantages such as providing the consumer 
with the flexibility to produce the energy they need, being scalable and ease of 
installation [2].

As of the end of 2021, the total power of solar PV plants installed in the world is 
849GW [3]. Because of the incentives given in this field in Turkey, especially since 
2010, an installed power of 8658.7MW has been reached as of the end of July 2022 
[4]. In terms of solar energy potential, our country is in a favorable position in terms 
of its geographical location compared to many countries, especially the European 
continent, and some statistical data in this context are summarized in Table 1.

Table 1. Solar Energy Potential Data for Turkey

Definition Data

Average annual total sunshine duration 2741.07 hours/year

Average daily total sunshine duration 7.50 hours/day

Average annual total radiation intensity 1527.46 kWh/m2-year

Average daily total radiation intensity 4.18 kWh/m2-day

The inability to achieve the desired efficiency level in solar cell technology 
causes solar-based power plants to operate at low efficiency and capacity. In this 
1 Gümüşhane University, Engineering and Natural Sciences Faculty, Electrical and Electronics Engineering Department, 

Gümüşhane, TURKEY.
2 Gümüşhane University, Engineering and Natural Sciences Faculty, Electrical and Electronics Engineering Department, 

Gümüşhane, TURKEY.
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respect, monitoring the efficiency, performance and capacity factor of PV power 
plants has a strategic importance in general. In addition, it should be seen as a need 
in terms of monitoring and reporting the performance of the plant in order to prevent 
or reduce situations malfunctions.  In the literature, the performance of a solar power 
plant is measured in many case studies. In these studies, performance ratio, mean 
array efficiency of the solar panels, capacity factor, specific energy, plant payback 
time etc. Performance of a solar power plant with 3MWp power in Karnataka region 
in India was evaluated for 2011 data according to IEC 61724 standards. Annual 
specific energy was obtained as 1372 kWh/kWp and this value was claimed to 
be satisfactory compared to other countries. In addition, it was observed that the 
performance ratio was seriously affected due to inverter errors [5]. The performance 
of the 2.73kW system consisting of 26 multi-crystalline solar panels in the climatic 
conditions of Muğla province of Turkey has been examined. Data from 2008 was 
used to determine the system performance. System performance has been evaluated 
on a monthly, seasonal and annual basis. Accordingly, annual POA radiation, 
generated electrical energy and average panel efficiency were determined as 1963.9 
kWh/m2, 182.83 kWh and 9.54%, respectively. The performance ratio of the PV 
system was calculated around 72% [6].  A study investigating the performance of 
a 1200W PV system using three different solar panels under equal conditions was 
carried out in the climate conditions of Izmit, Kocaeli, Turkey [7]. In the study, 
where monocrystalline, polycrystalline and cadmium-telluride type solar panels 
were used, energy data between October 2013 and December 2014 were used. 
According to the results, in the system where cadmium-telluride type solar panel is 
used, it is seen that the solar panel is less affected by the temperature and accordingly 
the performance ratio is bigger. In addition, POA radiation was measured for the 
system established around Kocaeli University and a comparison was made with the 
radiation data of the General Directorate of Meteorology in Turkey. According to the 
results obtained, the solar energy potential for Izmit is 23.79% higher than the data 
of the General Directorate of State Meteorology. In the study, which emphasized the 
100GW solar PV capacity in 2020, which was put by the Indian government, the 
design and analysis of a 50kW rooftop grid connected system were discussed [8]. It 
is stated that the payback period of the PV systems has decreased considerably with 
the government support and it is 5.7 years in the study. It is thought that roof type 
systems will become widespread in the domestic market if the state support continues. 
According to the technical results and evaluations, the months of May and June are 
the periods when the ambient temperature is high and the efficiency of the solar panel 
decreases due to drought and less power is produced. Clear skies and low ambient 
temperatures in September help achieve maximum power generation from the PV 
plant. The performance analysis of a 5-kWp rooftop PV power plant in Northern 
India is made and the effect of temperature is discussed. [9]. The daily specific 
energy was found to be 3.99 kWh/kWp/day. Average daily PV string efficiency, 
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inverter efficiency and system efficiency were calculated as 11.34%, 88.38% and 
10.02%, respectively. Average daily performance ratio and capacity factor are in the 
order of 76.97% and 16.39%. The annual energy efficiency of the power plant was 
recorded as 7175.4 kWh. The results show that the energy loss is maximum in May, 
when the temperature is highest. According to the overall assessment made within 
this framework, the performance of the installation of PV systems for any region of 
India is economically and technically comparable. In the literature, the performance 
of solar panels has been investigated in laboratory conditions or outdoor conditions 
in systems around 10kW. Performance reviews on large power systems (in the MW 
range) are usually of a single location or mounting technology. In addition, data 
is usually one-year. Therefore, in the study [10], performance evaluation of six 
large PV plants with different locations was made. Different mounting technologies 
were evaluated under almost the same meteorological conditions.  According to the 
results of the analysis, the performance ratio parameter is mostly as expected with 
the location and configuration of the power plants. The performance ratio is higher 
in summer than in winter. However, the mounting type caused a different trend in 
the performance ratio. The performance ratio change in PV systems with dual axis 
tracking is larger than the single axis tracking system. Considering the efficiency of 
the power plants examined, wind speed is seen as another important parameter to be 
considered in the design process of a PV power plant. Performance and reliability 
analysis of the first commercial 10 MWp grid-connected on-channel PV power plant 
in India was carried out under real field conditions [11]. According to the analysis 
results, the performance of the canal-top PV plant was found to be lower than the 
ground-mounted PV plants due to the high humidity around the modules despite the 
low module temperatures. The increase in solar panel temperature, loss of useful 
thermal exergy over time and high humidity are the factors responsible for the long-
term degradation and loss of performance of the PV plant. PV plant installation on 
water infrastructure is one of the energy production ways that saves the land as well 
as the water. The performance of the grid-connected PV system in Kuwait, which 
includes two different PV technologies with 11.15 MW power, was monitored and 
analyzed based on real data [12]. A total of 5.5MW thin-film solar panels and a 
total of 5.6MW polycrystalline solar panels were used in the power plant. Data 
was tracked for 25 months at the power plant in a hot desert environment, thus 
gaining the necessary experience to prepare the design of the upcoming GW sized 
PV projects in Shagaya. The performance parameters of the PV system evaluated 
in this study are final efficiency, reference efficiency, string efficiency, system 
losses, string capture losses, cell temperature losses, PV module efficiency, system 
efficiency, inverter efficiency, performance ratio and capacity factor. For thin film 
and polycrystalline solar panels, parameters such as performance ratio and capacity 
factor are very close to each other. Losses are greater because polycrystalline solar 
panels are not more affected by temperature. Most importantly, it has been claimed 
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that the same performance behavior can be achieved with a similar operation and 
maintenance strategy in the Shagaya desert environment, since the two PV systems 
operate at close capacity factor. However, the system with thin-film technology 
solar panels requires larger land. Two commercial emulators, HOMER Pro and 
RETScreen Expert, were used to estimate and evaluate the performance of the 20 
MW PV power plant located in Adrar, Algeria [13]. This region is known as a very 
hot region in terms of climate. In the evaluations, it has been observed that high 
temperatures adversely affect the behavior of polycrystalline silicon cells and the cell 
temperatures rise above 60 °C in the hottest months and the electricity generation 
capacity decreases by 40%. Commercial software shows that thin-film solar cells 
will perform better in hot climate conditions.

In this study, the parameters affecting the energy production performance of a PV 
system were defined and some simulation studies were made in HelioScope software 
and the change of these parameters was analyzed. Specifically, the performance 
of a grid-connected 7.14MW solar power plant located in Bayburt, Turkey, using 
2020 energy production data is discussed. The performance of the power plant 
is based on criteria defined in IEC 61724 standards such as energy production 
values, specific energy, performance ratio, mean array efficiency, capacity factor. 
In addition, the simulation of this power plant was made through the HelioScope 
software and the simulation results were compared with the real data in 2020. The 
continuation of the article is planned as follows: In the second part, Turkey’s solar 
energy potential and current PV power capacity are presented. In the third chapter, 
performance evaluation indexes are defined according to IEC 61724 standards. In 
the fourth chapter, the energy production data and performance of the Bayburt solar 
power plant for 2020 are examined and discussed. With the analysis performed in 
HelioScope software, the simulation results were compared with the real data. In 
summary, a study is presented in which analyzes are carried out on a real application 
in which the solar energy potential is evaluated for the province of Bayburt.

SOLAR ENERGY STATUS IN TURKEY
Energy, in general terms, is the ability to do work. Energy, which has an important 

place in our age, shows the welfare level of the society and is accepted as the pioneer 
of economic and technological progress. The development of the society is in parallel 
with the existence and amount of energy resources. On the other hand, the demand 
for energy, which is the basic need of humanity, is increasing day-by-day [14]. The 
reason for this is the increase in human population, urbanization, industrialization 
and the growth of trade volume. This increasing demand leads to the depletion of 
existing energy resources and a tendency towards alternative energy resources. 
Energy is divided into renewable and non-renewable energy. Non-renewable energy 
is non-sustainable, exhaustible, and polluting the nature when used. Oil, natural 
gas and coal are examples of non-renewable energy sources that release enormous 
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energy because of their burning [15]. Renewable energy is the energy that does 
not harm the nature and that the resources can renew themselves continuously. 
Examples of renewable energy sources are solar, wind, water, biomass, hydrogen, 
geothermal, wave, tidal energy. Renewable and non-renewable energy sources are 
the sources that we use directly in nature in energy production, also called primary 
energy. In Fig. 1, primary energy consumption based on energy resources in the 
world is shown [16].

Figure 1. Energy consumption by primary energy sources in the world

According to the Fig. 1, the distribution of primary energy consumption by 
resources by years, it is understood that the ratio of fossil-based resources such as 
oil, coal and natural gas is quite dominant. According to 2019 data, the shares of 
oil, coal and natural gas in primary energy consumption are 30.93%, 25.3% and 
22.67%, respectively, and 78.9% in total. Although the use of renewable energy-
based resources such as wind and solar has increased in recent years, with the 
incentive mechanisms and falling costs of the states, it has a share of 3.07% in total 
consumption. The share of solar energy in total consumption individually has a very 
low share of 1.03%.

Electric energy consumption in Turkey increased by 7.7% compared to the 
previous year and reached 329.6 billion kWh in 2021, while electricity generation 
increased by 8.1% compared to the previous year and reached 331.5 billion kWh 
[17]. For the period 2020-2040, according to the results of the Turkish Electricity 
Energy Demand Projection Report study, electricity consumption is expected to 
reach 370 TWh in 2025 and 591 TWh in 2040, according to the baseline scenario.

The share of renewable energy in electricity generation in our country is 
increasing every year. Particularly, government of the Turkey policies supporting 
renewable energy, unlicensed electricity production incentives and satisfactory 
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incentives per kWh and bonus payments for domestic equipment were effective in 
the increase in this share. In this context, the share of solar and wind-based electricity 
generation has increased considerably since 2015. For example, in 2021, 31.4% of 
electricity generation will come from coal, 32.7% from natural gas, 16.8% from 
hydraulic energy, 9.4% from wind, 4% from solar, 3.2% from 6% was obtained 
from geothermal energy and 2.4% from other sources in Turkey. The change in the 
power of solar PV-based power plants by years is shown in Fig. 2. According to 
the latest data for June 2022, the total installed power in Turkey is 101.518GW and 
the installed solar PV power is 8658.7 MW. Distribution of total installed power by 
resources; 31.1% hydraulic energy, 24.9% natural gas, 20.8% coal, 10.8% wind, 
8.4% solar, 1.7% geothermal and 2.4% is in the form of other sources [18]. The 
share of solar PV’s electricity generation in total electricity generation between 
2015 and 2020 is given in Fig. 3.

Figure 2. Change of total installed capacity of solar energy plant by year

Figure 3. Energy consumption by primary energy sources in the world
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PERFORMANCE EVALUATIONS PARAMETERS IN PV POWER PLANTS
The power conversion efficiency of a PV module is very low compared to other 

electrical equipment in the solar power plant. Performance evaluation of solar 
panels gains importance as their usable power depends on environmental conditions 
such as solar radiation, temperature and other weather conditions. To calculate 
the energy performance of solar panels, IEC 61724, NREL and SMA etc. Some 
indicators suggested by [26] can be used. In this context, the daily-generated energy 
in DC or AC form, solar radiation, the nominal power of the solar power plant, 
the total surface area of the solar panels, the inverter efficiency and the number 
of days in a month are used in the calculation of performance evaluation metrics. 
While evaluating the energy production performance in solar power plants, DC 
energy by the PV module or AC energy transferred to the electricity grid can be 
taken into account. If parameters in DC form are used in this evaluation, the energy 
performance of the PV modules is determined. On the other hand, if AC energy 
is used, the overall energy performance of the plant can be calculated. After these 
explanations, firstly the monthly produced energy is calculated as in Eq. (1) [6].

0
AM

ts
E P dt= ∫                                                        (1)

where EM is the monthly generated energy in AC form, ts is the sunshine duration 
corresponding to the inverter running time in a given month and PA is the output 
power of the inverter. After calculating the monthly energy, the plane of array solar 
radiation is calculated. This parameter can also be defined as an energy value per 
square meter as given below [19].
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where EAT is the monthly average total PV energy per square meter and QA is the 
instantaneous plane of array radiation in W/m2. YA is the parameter that describes 
how long the energy produced by the solar panel corresponds to working under 
standard test conditions continuously. This time can be calculated as given in Eq. 
(3) [20].
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where PSTC is the rated or maximum power under standard test conditions. YR is 
the reference time in hours and is calculated as given in Eq. (4) [20].
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where QSTC is the solar irradiance value under standard test conditions. The 
performance ratio is an important performance evaluation metric for a solar plant 
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and means measuring the quality of a PV plant regardless of climate or location. 
As formulated in Eq. (2), the correlation between the real and theoretical energy 
outputs of the PV plant is defined in Eq. (5) [21].
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Mean array efficiency is another important parameter that determines the power 
conversion efficiency for one square meter of solar panel surface area. It depends on 
the size of the PV modules, the energy and solar radiation as given in Eq. (2). This 
relation is given in Eq. (6), where A is the surface area of the PV arrays and ηA is 
the mean array efficiency in this equation [19]. In this calculation, the energy must 
be in DC form.
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The capacity factor is the ratio of the total produced energy to the energy that can 
be theoretical. It can be calculated monthly as given in Eq. (7) [22].
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where D is the day number in a certain month.

BAYBURT SOLAR ENERGY PLANT
Solar Energy Potential in Bayburt Province
The average sunshine duration and average solar radiation intensity values of a 

region are the most important parameters affecting the efficient operation of the solar 
power plants to be established. Solar energy-based power plants are systems that 
produce electricity with variable characteristics depending on the meteorological 
conditions and the production capacity can be estimated depending on the solar 
radiation values of their location. Within the scope of this study, according to the 
data obtained from the General Directorate of Meteorology of Turkey, it can be 
evaluated that the solar energy potential is high throughout the province of Bayburt. 
Numerically, the annual total solar radiation value in Bayburt varies between 
1500-1750 kWh/m². Radiation values reaching 1700 kWh/m² can be obtained for 
Demirözü and the central district. Fig. 4 shows the solar energy potential map of the 
General Directorate of Meteorology for Bayburt [17].
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Figure 4. Solar energy potential map of Bayburt, Turkey

Although the estimation of the energy that can be produced for a solar power 
plant depends on many parameters, it should be considered as a constantly changing 
situation. These parameters can be summarized as the sum of global solar radiation, 
average sunshine intensity, ambient temperature and humidity, location, mounting 
type. According to the data obtained from the Bayburt Provincial Directorate of 
Meteorology for Bayburt, the total global solar radiation of Bayburt was determined 
as 224.9kWh/m² in August. In December, the total global solar radiation was 
measured as 68.9kWh/m². According to the solar energy potential atlas prepared 
by the Ministry of Energy and Natural Resources, the total global solar radiation 
variation by months for the city of Bayburt is presented in Fig. 5.

Figure 5. Daily average global solar radiation change by months for Bayburt, Turkey

According to the definition of the World Meteorological Organization, the 
duration of sunshine is the period of time when the solar radiation directly reaching 
the unit area exceeds 120W/m2 in a certain period. This period can be calculated 
daily, monthly or yearly for any location. Longer sunshine duration is advantageous 
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in that solar power plants produce more energy. Longer sunshine duration in summer 
months enables the power plant to produce more energy. Even if the sunshine 
duration decreases during the winter months, since Turkey is a middle belt country, 
the sunshine durations are at reasonable levels for the power plant to operate. 
According to the measurement results of the Provincial Directorate of Meteorology 
at the Bayburt station, the total sunshine duration was calculated as 340.4 hours for 
the month of July at the most. The lowest sunshine duration for Bayburt province 
was in December with 152.1 hours. In Fig. 6, the change in monthly total sunshine 
duration in Bayburt province is given.

Figure 6. Average sunshine duration by months for Bayburt, Turkey

Bayburt Solar Power Plant
The solar power plant, which is operated by a private company in the Danişment 

Village of Bayburt province, is connected to the grid and has an installed power 
of 7.14 MW. There are six hermetic type transformers with a total power of 1250 
kVA in the power plant, which is built on a large land. 270W polycrystalline solar 
panels were used in the power plant. The general view of the solar power plant is 
shown in Fig. 7. In Bayburt solar power plant, 22 solar panels from a solar array 
are connected in series. P270 model solar panels placed on the ground are adjusted 
to face south. The azimuth angle adjusted according to the angle of incidence of 
the sun’s rays is 180°. The inverter used in the power plant is a 60 kW product of 
SunGrow. These inverters transfer the energy produced by the solar arrays to the 
alternating current network and are smart inverters that can display some electrical 
information instantly. In this plant, 16 inverters are connected to each transformer 
and there are 96 inverters in the plant. The total number of solar panels used in the 
power plant is 27456.
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Figure 7. Image of the Bayburt Solar Power Plant

Annual Performance of Bayburt Solar Power Plant With Real On-Site Data
The energy transferred to the grid by the 7.14 MW Bayburt Power Plant for 

2020 has been measured as 12020.75 MWh in total. The monthly energy production 
change of the plant is given in Fig. 8. The power generation of the power plant 
reached peak levels in July and August. Energy production and monthly average 
solar radiation data are listed in Table 2. Solar radiation data were obtained from 
Bayburt Meteorology Directorate and it was observed that these data contain 
differences from Bayburt solar energy potential atlas. These differences are also 
given in Table 2. According to the differences obtained, there are serious differences 
between the solar energy potential atlas of Bayburt and the year 2020. Since it 
contains the average of the measurement results taken for a certain period on the 
map, it may be considered normal for serious differences to occur in some months. 
In summary, the solar radiation values given for 2020 are 12.23% bigger than the 
solar energy potential atlas.

Figure 8. Energy production change of the power plant for 2020 by months
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Table 2. Generated energy and average solar radiation for Bayburt

Months
(2020)

Generated 
Energy, 

2020 
(MWh)

Average solar radiation, 
2020 Data Obtained 

Bayburt Meteorological 
Station  (kWh/m²)

Average solar radiation 
(Solar Energy Potential 

Map)  (kWh/m²)

Difference
(%)

January 661.520 81.5 52.08 36.1

February 693.990 88.8 81.2 8.55

March 812.770 118.5 116.87 1.37

April 944.910 153.1 148.5 3

May 1127.650 166.5 195.61 -17.48

June 1301.170 186.1 198.3 -6.55

July 1398.510 214.5 206.15 3.89

August 1404.330 224.9 182.28 18.95

September 1202.960 174.9 144.9 17.15

October 1117.970 125 102.61 17.91

November 842.070 81.4 59.1 27.39

December 512.900 68.9 43.71 36.56

When the monthly performance ratio values of the power plant are examined, it 
is seen that the system operates with a high performance ratio in the winter months. 
On the other hand, lower performance ratio values were calculated in the summer 
months. According to 2020 data, the performance rate varies between 83-94%. 
Although the energy produced in summer is high, it is seen that the performance 
rate in summer months is lower than in winter months. The reason for this is that 
the temperature-dependent coefficient of the polycrystalline solar panel is high 
and the losses increase accordingly. Operating with the most efficient performance 
with 94% in December, the power plant operates with the lowest performance 
rate with 83% in August. Since the installed power of the power plant calculated 
under standard test conditions is constant according to the months, the monthly 
energy value transferred to the grid and the monthly average solar radiation values 
determined the performance ratio. The variation of the performance ratio calculated 
according to the months for the Bayburt solar power plant is shown in Fig. 9.
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Figure 9. Performance ratio change on a monthly basis for 2020

Since the monthly capacity factor and average solar radiation for Bayburt solar 
power plant is high, large values are calculated in the summer months. The capacity 
factor was calculated at the highest value of 25.3% in July and the lowest at 9.3% 
in December. The capacity factor reached maximum levels in the summer months 
when the level of solar radiation and sunshine duration are high. However, even 
under the best conditions, it could not go above the 25% level. The change in 
capacity factor by months for the Bayburt solar power plant is shown in Fig. 10. 
Solar panels do not always work at efficiency for standard test conditions. Average 
operating efficiencies of solar panels in Bayburt solar power plant are given in Fig. 
11 on a monthly basis.

 

Figure 10. Capacity factor change on a monthly basis for 2020
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Figure 11. Mean array efficiency change on a monthly basis for 2020

Table 3. Performance metrics of Bayburt solar power plant for the 2020 data

Months
(2020)

Performance Ratio 
(%PR)

Capacity Factor 
(%CF)

Mean Array Efficiency 
(%ɳ)

January 93.5 11.99 18.5
February 92.2 13.4 17.79
March 91 14.7 15.61
April 89.9 17.7 14
May 88.3 20.4 15.4
June 86 24.4 15.9
July 84.4 25.3 14.84
August 83 25 14.2
September 86.2 22.5 15.6
October 88 20.2 20.4
November 92 15.77 23.5
December 94 9.3 16.9

Annual Performance of Bayburt Solar Power Plant HelioScope Software
In HelioScope software, a design very similar to the technical features of the 

Bayburt solar power plant was made and a comparison was made with the power 
generation data of the plant for 2020. In addition, the performance ratio, efficiency, 
losses and causes of the losses were evaluated by the analysis.

The solar panels used in the Bayburt power plant are Solar Fabrik brand, with 
270W power and polycrystalline structure. In the HelioScope program, solar panels 
with the closest characteristics available in the solar panel catalog were preferred. It 
has been ensured that the number of panels placed according to the installed power 
of the power plant is the same in the design. It is stated in the power plant data that 
the inverter in the solar power plant is SunGrow brand and has a power of 60 kW. 
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After the selection of the basic elements that make up the design in the program, the 
solar panels were placed in the area. The solar panels installed on the sloping land 
are arranged at intervals so that they do not cast too much shadow on each other. The 
design was made by leaving the transformer places blank. The image of the solar 
panels in the power plant is given in Fig. 12.

Figure 12. Design image of Bayburt Solar Power Plant in HelioScope

The total amount of energy produced in Bayburt solar power plant for 2020 is 
12020.75 MWh. The annual amount of energy produced by the same power plant 
designed in the HelioScope program is 11034.620 MWh. It has been observed 
that there is an 8% difference between the value actually produced by the power 
plant and the energy production value predicted because of the design. When the 
monthly energy productions are examined, the plant realized the highest production 
in August and the lowest production in December, both in reality and in design. 
The radiation value obtained by the General Directorate of Meteorology for the 
province of Bayburt is 224.9 kWh/m² for August, and this value has been calculated 
as 208.2 kWh/m² for the same month in the program. The reason for this is that the 
HelioScope program calculates the solar radiation by taking the most unfavorable 
situations as a reference while designing. In Table 4, the amount of solar radiation 
reaching the location of the designed power plant by months and the estimated 
energy production values according to the design are listed.

In the analyzes made in HelioScope, the operating temperature of the solar 
panels is 17.5 °C on average, while the average temperature of the environment 
where the power plant is located is 8.8 °C. The measured plane of array irradiation 
in the solar array plane decreased because of shadows falling on the panel. Since 
the solar panels absorb some of the sunlight they absorb and reflect some of it back, 
the radiation value decreased a little more after reflection. Pollution and dusting of 
solar panels have also caused a decrease in the radiation value since they prevent 
full use of sunlight.
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Table 4. Monthly solar radiation and energy production values for Bayburt solar power plant

Months
(2020)

Plane of Array Irradiation 
(kWh/m2)

Generated Energy 
(kWh)

January 92.9 656.34

February 100
1441 698.6

March 144 961.11
April 156.9 1020.57
May 170 1076.85
June 182.5 1116.44
July 199.8 1212.48
August 208.2 1249.09
September 171 1053.77
October 133.5 862.09
November 88.3 588.37
December 77.4 538.87

The differences between the amount of energy produced by the power plant and 
the solar radiation values in that region and the annual energy amount to be produced 
by the designed power plant and the monthly average solar radiation values were 
evaluated. It is known that these differences are caused by some system losses. One 
of the system losses is incompatibility between solar panels. Since solar panels are 
connected in series and form arrays, when any panel is damaged, broken, cracked 
or shaded, it also affects other series-connected panels. The solar panel that does 
not operate at the appropriate current due to the shaded panel between the panels 
connected in series causes incompatibility with other solar panels. Another system 
loss is related to the operating temperature of the panels. Since the panels will emit 
heat to the environment while operating, the average temperature around the plant 
should be low. The irradiance value is another factor affecting the system. The high 
solar radiation value ensures efficient operation of the power plant. Thus, a high 
performance ratio value is formed in the plant. Another loss parameter affecting the 
system is the amount of pollution of the panel. Dusting and pollution of the surface 
of solar panels prevents the panel from absorbing sunlight. The pollution of the 
panel and the low utilization of solar radiation are directly proportional. The low 
amount of light absorbed reduces the performance rate of the plant and reduces the 
amount of energy produced.

Reflection loss occurs when a panel reflects some of it back without absorbing 
all the light. When the reflected light is excessive, the performance of the system 
decreases. Another of the system losses is ghosting. Tree and building shade falling 
on the solar panel will affect the amount of light absorbed by the solar panels, thus 
reducing the efficiency of the system. Therefore, the solar panels in the power plant 
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should be placed in such a way that they are not exposed to shading as much as 
possible. Inverter losses reduce the performance ratio of the system as they affect 
the AC system output. Wiring losses are among other system losses. The length, 
cross-section and type of the cable affect the operation of the switchboard. The 
losses of the designed power plant and the distribution of losses are shown in Fig. 
13.

Figure 13. Power loss share with analyzes made in HelioScope software

CONCLUSIONS
In this study, technical information of the equipment such as solar panel and 

inverter used in the power plant was obtained by examining the field of the Solar 
Power Plant established in the village of Danişment in Bayburt province. In addition, 
monthly energy production data for 2020 has been reached at this power plant. From 
the monthly produced energy values of the Bayburt solar power plant, the amount 
of energy transferred to the grid annually was calculated and this value was found 
to be 12.1 GWh in total for 2020.

Performance ratio, capacity factor and mean array efficiency were calculated 
from monthly average solar radiation values obtained from monthly energy and 
meteorology for Bayburt solar power plant. The months with the highest performance 
ratio value were in winter, and the lowest in summer. The plant operating with the 
highest efficiency in December with a performance ratio of 94%. Due to the summer 
temperatures and the panel operating temperature, it worked with the lowest 
efficiency in August with 83%. The annual average performance rate of 89.04% 
is calculated; Bayburt SPP shows that it works efficiently. The capacity factor 
calculated at the highest values in the summer season. It reached the maximum 
value in July with 25.3%. Capacity factor decreasing in winter; It was calculated 
at the lowest value in December with 9.3%. Average panel efficiency varied by 
month depending on system losses and temperature. The main reason why it varies 
according to months is; the angle of incidence of the sun’s rays, the monthly average 
amount of radiation, and the monthly sunshine duration affect the panel efficiency.



145INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

Recently, electricity generation from solar energy has become widespread 
in order to reduce foreign dependency in energy and contribute to the country’s 
economy. Solar energy systems, which provide the opportunity to be installed from 
small powers to very large powers, offer wide possibilities from building roof-facade 
applications to land and field installation. The necessary conditions for the efficient 
operation of the installed photovoltaic systems and the causes of system losses were 
examined in detail and it was aimed to lead the next studies.
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A KA BAND MMIC BASED VOLTAGE CONTROLLED OSCILLATOR FOR 
MODERN COMMUNICATION INFRASTRUCTURES 

Hüseyin Şerif SAVCI1

INTRODUCTION
The demand for higher speed and more data pushed modern cellular bands towards 

upper millimeter wave frequencies. The 5G recent deployments and 6G near-future 
plans are already covering K-band, Ka band and even V-band operations. These 
systems are being designed as Time Division Duplexing which support channel 
bandwidths from 50MHz up to 2000MHz dependent on the Sub-Carrier Spacing in 
use. Among several other components the frequency synthesizers are gained extreme 
importance in such communication systems [1]. Most of these wireless systems use 
heterodyne architecture which requires several mixers and, thus, signal generators in 
the form of millimeter wave Voltage Controlled Oscillators. Although CMOS is the 
technology of choice for many RF circuits due to its higher integration potential with 
rest of the system, it still is not optimum in terms of performance versus cost to meet 
the millimeter wave design requirements [2]. For this reason, GaAs-based Pseudo-
Morphic High Electron Mobility Transistor technology remains to be the primary 
technology of choice owing to their very high maximum oscillation frequency and 
cost-advantageous nature [3]. Majority of the Ka-band up and down converters in 
the market has an integrated frequency doublers or frequency quadruplers which 
works with X-band VCO. This chapter summarizes the design steps of MMIC VCO 
and presents a Ka band MMIC VCO with designs details.

This chapter is organized as follows: Next section presents VCO design 
approaches in general and the one port design procedure is detailed using a sample 
MMIC VCO design. The design details and schematics of the sample VCO are 
presented thorough the section. After that the physical layout and the EM model 
simulation results of the sample VCO are given in the following section. Finally, a 
conclusion based on the MMIC VCO using one port approach is presented.

MMIC VCO DESIGN
Most of the modern MMIC VCO design uses two different approaches. These 

are the Two port approach namely Feedback based Approach and one port approach 
namely Negative Resistance based Approach. The primary difference between them 
is the design methodology. 
1 Hüseyin Şerif Savcı, Istanbul Medipol University, College of Engineering and Natural Sciences, Department of Electrical and 

Electronics Engineering, Istanbul, TURKEY.
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In the two-port approach the oscillators are realized according to system block 
diagram shown in Figure 1. 

Figure 1. Two-port Approach.

The system functional for this block diagram is given in Equation 1.
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Here the oscillation starts when the system in Figure 1 satisfies the Barkhausen’s 
criteria for oscillation. The Barkhausen’s criteria is given in Equation 2 and Equation 
3 as follows.

1)()( =ssA β                                 (2)

ossA 360)()( =∠ β                                             (3)
In the one port approach the system is in cascaded form rather than in a feedback 

configuration. Figure 2 depicts the one port approach.

Figure 2. One-port Approach.

The resonator circuit is an inductor-capacitor, LC, tank network which determines 
the oscillation frequency. It has a finite equivalent resistance, Req. When supplied 
with initial energy the LC tank would oscillate as long as this equivalent resistance 
is compensated with a negative resistance, -RNGR generated by the active circuit. The 
amplitude of oscillation would depend on the initial energy injected into the tank. 
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Therefore, amount of negative resistance plays a critical role for the continuation 
of the oscillation. Equations 4 and 5 show the amount of energy and oscillation 
frequency for an ideal tank circuit consisting of parallel L1 and C1 components.

                                                                                            (4)
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Even though the initial energy supplied by the active circuit starts the oscillation, 
it does not guarantee a sustained one. If the resistive loss associated with the L and 
C components is greater than the initial energy the oscillation will eventually die. 
In other words, if the negative resistance generated by the active circuit is smaller 
than the tank resistance, the energy will decay over time and the oscillation will 
diminish after its initial start. On the other hand, a negative resistance much greater 
than the tank resistance means the excessive energy supplied by the active circuit. 
The oscillation keeps growing. This may eventually result in failure of the circuitry 
and stop of the oscillation. The amount of energy injected into the tank should be 
equal to the energy lost in the tank circuit. Energy injection to the LC resonator 
would be similar to cancelling out the tank resistance with the negative resistance. 
A steady oscillation only happens when the negative resistance is equal to the tank 
equivalent resistance. In this case oscillation will start with an initial energy and 
once the steady state is reached it will be sustained. This means the initial negative 
resistance generated by the active circuit should change over time and settle to the 
equivalent tank resistance, Req.

The oscillator generates a periodic signal at its output. There will be a series 
of harmonics at the output as well. In the real life, the output of oscillator is not 
a perfectly frequency stable. The output will fluctuate as a function of time so the 
instantaneous values of magnitude and frequency would be changing. This concept 
can be modeled with the Equation 6.

))(cos())(()( tttnVtV noisenoiseoout θθω +++=                                     (6)

The random fluctuations in time domain will result in a skirt on both side of 
the frequency response. The output is smeared out in the frequency domain. This 
smearing is mostly due to the phase variation. This it is known as Phase Noise of the 
oscillator. Oscillators phase noise spectrum is modeled with Leeson’s equation [1] 
which is largely dependent on the inverse of loaded-quality factor of the resonator. 
Leeson’s single-sideband phase noise expression in dBc/Hz is given in Equaiton 7. 
The spectrum of noise is modeled for an offset frequency of fm.
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                                       (7)

Here, fo is the oscillating frequency, fc is the corner frequency of the flicker noise, 
Ps is the signal level at the oscillator active circuit input given as the available power 
and QL is the loaded quality factor of the resonator.The more the loaded quality 
factor of the resonator, the less the phase noise oscillator would have. Furthermore, 
the power supply and control voltage supply used in the oscillator should be highly 
stable as any supply noise will directly modulate oscillator’s output.

An example of one port approach will be given in from of MMIC VCO in a 
0.15 um InGaAs pHEMT process with 2 mils substrate thickness and depletion 
mode devices. Since pHEMT devices are depletion mode transistors, the feedback 
approach is hard to implement due to the mismatch of DC voltage level [4][5]. 
Thus, most MMIC designs adopt the negative resistance approach for its simplicity. 
Figure 3 represents the block diagram of the VCO with a negative resistance 
approach. A block diagram consists of a resonator, quarter wavelength transmission 
line, negative resistance generator, termination network, and coupled line filter. 
The resonator determines the oscillation frequency and fulfills the phase condition 
for oscillation startup. The negative resistance generator is the gain section that 
consists of a common source HEMT with series capacitive feedback. This section 
sources the necessary power via a negative resistance that drives the oscillation. The 
termination network and coupled line filter set a limit to delivered power and the 
phase noise of oscillation. Finally, the topology isolates the frequency-determining 
resonator from the load changes. The detailed design steps are explained in [8].

Figure 3. VCO Block Diagram with Negative Resistance Approach.

Figures 4 shows the resonator circuit. The drain-source connected device M1 
is the voltage controlled variable capacitor which is a 100µm pHEMT device. The 
inductors L1 and L2 are used as RF chokes. Capacitors C1 and C2 are used for DC 
noise suppression. 
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Figure 4. Resonator Network

Figures 5 shows the negative resistance generator network. The oscillation occurs 
when the pHEMT device is out of the stability region. Therefore, the design starts 
with destabilizing the transistor. The source feedback network ensures instability. 
A resistor or capacitor can be used for that purpose. In this design, a capacitor with 
an inductor is used. The core of negative resistance generator is realized with a 
100µm pHEMT transistor M2 with source feedback topology consisting of inductor 
L5 and capacitor C5. The C5 is realized as series connected two capacitors, C5.1 
and C5.2 to achieve small enough capacitance with available MiM capacitors from 
the process design kit. Inductors L3, L4, and capacitor, C3 are part of the supply 
network for RF choke and supply bypass reasons. Since inductor L4 is directly 
connected to the drain of the transistor, it has been chosen to be relatively smaller 
than the inductor L3. The feedback network consisting of L5 and C5 is applied to 
the pHEMT and adjusted to maximize the negative resistance at node Term looking 
into the circuit, which is Zneg in Figure 3. 
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Figure 5. Negative Resistance Generator.

A proper DC bias point must be obtained for the negative resistance network. 
Figure 6 shows the obtained gate, drain, and source voltages and relative Vbias-
Idrain curve. 

Figure 6. DC Bias Points of Negative Resistance Generator.

The figure on the left shows that there is a 125mV IR drop between Vbias and 
the voltage at the gate due to gate leakage current. The figure on the right shows 
that the transistor leaves the linear region approximately after 1.5 V of bias voltage. 
Therefore, choosing Vbias as 2 V is significantly improving the transconductance, 
gm, due to moderate inversion effects [2].

For the oscillation to startup, the absolute value of the reflection coefficient of 
Γres and the input impedance of the termination network should be unstable, meeting 
the condition in Equation 8. Also, the QWT helps to satisfy the phase condition in 
Equation 9.
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The length of the quarter wavelength transmission line was obtained as 900um. 
Figure 7 shows layouts of two different forms of the same quarter wavelength 
transmission line. The meandered line on the left and curved line on the right. 
Figure 8 shows the reflection coefficient on the smith chart when the lines are 
short-circuited. The open circuit observation on the smith chart verifies the line was 
indeed quarter wavelength long.

Figure 7. Layout Views of the same Quarter Wavelength Transmission Lines at 30-32 GHz.

Figure 8. The Reflection Coefficient of Short-Circuited Quarter-Wave Transmission Line.

Figure 9 shows the final stage of the VCO with quarter-wave long transmission 
line as a termination network integrated with the bandpass filter and output matching. 
A shunt inductor is added to the output of a coupled line for impedance matching. 
They play an important role to maximize the transistor’s input impedance. Here 
the bandpass filter is used to reject any out-of-band signals. The VCO design at 
millimeter wave frequencies includes number of distributed component due to the 
smaller sizes.
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Equation 8 defines the requirement for the termination network to transfer the 
load impedance RL to Zterm as seen in Figure 3. This requirement is critical for 
a quick start and steady continuation of oscillation. The termination network and 
bandpass filter satisfy the condition in Equation 10.

                                                   (10)

Figure 9. Termination network and coupled line bandpass filter.

Figure 10 shows the schematic-level simulation results of the circuit in Figure 3. 
It is seen in Figure 10 that the designed VCO exhibits an oscillation of 5.3V peak 
to peak at the termination output. The coupled line filter is revised to reduce the 
insertion loss. The voltage swing at the output of the VCO is 700mV peak to peak. 
Although the spacing of the coupled line is 4um which is the process minimum, the 
coupled line presents excessive insertion loss in the passband. Further optimization 
of the filter would improve its passband performance. The millimeter wave 
oscillators generally suffer from low power at the output. An amplifier as the output 
stage is generally used in designs to boost the output signal and isolate the circuit 
from varying load conditions.
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Figure 10. Schematic Level Simulation Results of the VCO.

SIMULATIONS AND EM MODEL
Figure 11 shows the layout of the designed VCO. EM model is generated by 

numerically Maxwell’s equations to find the multi-port scattering response of 
this structure. Keysight’s ADS Momentum software is used. Here 100 cells per 
wavelength are used for finer mesh generation to improve the accuracy of the 
solution. The co-simulations are done using the foundry-supplied pHEMT model 
on the EM solution. 

The total die area is 1000um x 1600um, including scribe lines. Multiple 
Through-Wafer Via structures are used to ensure good grounding. The pad diagram 
of the chip is described in clock-wise manner starting from the lower left corner as 
follows: The control voltage pad is placed on the left. After that, the bias pad of the 
negative resistance generator is seen on the top left. Two ground pads come after the 
bias pad on the top middle. The down-bonds on these pads are to make sure that the 
chip gets proper DC ground in case the conductivity of epoxy is questioned. Right 
after the second ground pad, the power supply pad is placed. On the right output of 
VCO is routed to a GSG (Ground/Signal/Ground) pad. Such a pad placement eases 
the probe access to the die as no other probe will be close by the GSG RF probe.
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Figure 11. Layout View of the Designed VCO.

The bias point for the negative impedance generation can be optimized based 
on the EM co-simulations. It is observed that the output voltage is slightly reduced 
for Vcontrol of 2V. But VCO is still in tunable range between 2V to 6 V. The 
bias voltage determines the optimum control voltage range for which the output 
amplitude varies. As the control voltage decreases, the strength of oscillation gets 
reduced. Figure 12 and Figure 13 show the EM co-simulation results of the designed 
circuit while having the control voltage of 3V and 6V, respectively.

Figure 12. Output of the Designed VCO with VCTRL=3V.
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Figure 13. Output of the Designed VCO with VCTRL=6V.

Finally, Figure 14 shows the designed VCO output while sweeping the control 
voltage between 2V-6V in both time domain and frequency domain.

Figure 14. Time and Frequency response of VCO for Vctrl from 2V to 6V.

Table 1. Literature Comparison.

ref Technology Frequency
(GHz)

Bandwidth
(MHz)

Area
(mm2)

[6] InGaAs pHEMT 37.8 452 2.1
[7] GaAs HEMT 30.5 2300 4.4
[9] InGaP/GaAs HBT 38.5 1100 3.2
[10] * InGaAs pHEMT 28.3 3800 3D (0.5)
[11] InGaP/GaAs HBT 36 1900 3.76
[12] GaAs pHEMT 34.5 3000 5
[13] GaInP/GaAs HBT 34.2 400 1.56
This Work InGaAs pHEMT 32 1200 1.6

CONCLUSION
In this chapter one port-based design approach using negative resistance 

generation is explained on a fully integrated MMIC VCO sample operating in the 
millimeter wave bands. The VCO shows a successful sustained oscillation at the 
target frequency where output reflection coefficient was above unity. An oscillation 
frequency tuning range of 31.4-32.6 GHz, with an output amplitude of 700mV, was 
achieved while consuming 100 mA current from a 6 V supply voltage. 
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FEATURE SELECTION BASED ON GABOR FILTER AND                                               
BSO FOR DETECTING PARKINSON’S DISEASE

Pouya BOLOURCHI1, Mohammadreza GHOLAMI 2

INTRODUCTION
Parkinson’s disease (PD) is one of the most common neurodegenerative disorders. 

PD is caused by a lack of a chemical messenger in the brain called dopamine which 
leads to impairment and deterioration of neurons and several brain regions. Due 
to the high number of recorded deaths and PD subjects per year, PD has become 
a concern in the neuroscience community. Predicting and early-stage diagnosis of 
PD are critical for medical issues. The progress of PD can be lowered remarkably 
by applying dopaminergic medications in the early years of the disease. Different 
modalities are used for PD, including single photon emission computed tomography 
(SPECT) [1] [2], positron emission tomography (PET) [3], magnetic resonance, 
and imaging (MRI) [4] [5] [6]. Structural magnetic resonance imaging (sMRI) is 
a neuroimaging technique in which the anatomy and pathology of the brain are 
examined. sMRI can be applied to quantify geometric structural properties such as 
the size and volume of a given structure or a cortical area’s thickness. It is widely 
used to detect PD from HC due to its non-invasive and low-cost method. In this 
paper, we used the sMRI modality as input data. 

On the other hand, computer-aided diagnostic (CAD) tools have recently 
been applied widely to related PD studies. Among these tools, machine learning 
applications have attracted the attention of scientists due to their high ability to 
identify diseases with high accuracy [7] [8] [9]. The process of machine learning 
methods generally consists of the following steps: In the first step, a set of images 
from a predefined modality is considered as the input data. Due to a lack of data 
or un-normalized data, a pre-processing step is applied to input data. The diffusion 
analysis, removing non-brain tissue, segmentation, and various interface mask-based 
methods are commonly used in the pre-processing stage [10] [11]. In the next step, 
feature extraction is applied to extract the most useful features. Some relevant feature 
extraction techniques for PD are local binary pattern (LBP), local gradient pattern 
(LGP), local neighbor descriptive pattern (LNDP), local neighbor gradient pattern 
(LNGP), different transformers, such as wavelet-based transformers, including 
complex and discrete wavelet, transform (CWT-DWT), Fourier transforms (FT), 
1  Pouya Bolourchi, Assist. Prof. Dr., Final International University, https://orcid.org/0000-0003-3492-0617
2  Mohammadreza Gholami, Mr. Near East University
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contourlet transforms (COT), Shearlet transforms (ST), and moment based methods 
including Zernike moment (ZM) and Chebyshev moment (CM) [12]  [13] [14] 
[15] [16] [17] [18]. All the above-mentioned methods have their advantages and 
drawbacks. For instance, wavelet transformers are easy to apply but are associated 
with low accuracy. Moments-based methods have shown their ability to achieve 
better performance and higher accuracy; however, their significant limitation is 
normalization’s complexity. FT, CWT-DWT, and COT suffer from the fact that 
they only operate in the frequency domain. To overcome this problem, we deploy 
the Gabor filter (GF), an improved FT, which can work in the time and frequency 
domain. GF is a combination of FT and Gaussian distribution function (GDF). Due 
to its high performance, we utilized GF in the feature extraction stage of our study. 

The feature selection step is vital to reduce dimensionality by maintaining 
accuracy. The irrelevant features lead to an increase in the complexity of the 
problem and a decrease in the accuracy. As a result, some researchers tried to reduce 
the number of features to obtain higher efficiency and accuracy in detecting PD 
subjects. Due to the nonlinearity and nature of the problem, the feature selection 
can be considered an NP-hardness optimization problem that can be solved using 
meta-heuristic algorithms. The genetic algorithm (GA), particle swarm optimization 
(PSO), ant colony optimization, artificial bee colony, and brainstorm optimization 
(BSO) have shown their ability to solve such problems with high performance [19] 
[20] [21] [22] [23]. In this paper, we utilized a genetic BSO to select the most 
effective and ignore irrelevant features among all extracted features by the Gabor 
filter. 

The final task in the ML procedure is classification. Many well-known 
classification methods have been used frequently in PD studies, such as k- nearest 
neighbor(k-NN), decision trees (DT), random forest (RF), neural network (NN), 
and support vector machine (SVM). SVM classifier has been used widely and 
achieved high performance in PD studies. This work uses SVM as a classifier for 
PD, healthy control (HC), and scans without evidence for dopaminergic deficit 
(SWEDD) subjects.

The rest of the paper is organized as follows. Section II presents the proposed 
method, including a description of the dataset, the principles, and the mathematical 
model of GF and BSO. Section III involves the results of applying the proposed 
BSO-GF-SVM method to the PD dataset. Also, the results are discussed in this 
section. Finally, section IV includes the conclusion of this study.

THE PROPOSED METHOD
In this section, we detailed all steps of the proposed ML-based method. First, 

the information regarding input data is given. Then a mathematical model of GF is 
provided. After that, a description of the performance of BSO and related equations 
are presented in this section. The block diagram of the proposed method is shown 
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in Fig.1. The input data involves sMRI modality images. All images are passed to 
the Gabor filter to extract the most relevant information. The extraction information 
includes both amplitude and phase information. Since the dimensionality of extracted 
features is exceptionally high, the feature selection technique must be applied to 
reduce the computational cost. In this regard, BSO is utilized for feature reduction. 
Finally, SVM with a linear kernel with the 10-fold-cross-validation technique is 
used for evaluating performances, including accuracy, sensitivity, and specificity.

 

Input data
(sMRI 

modality)

Feature 
extraction

(Gabor Filter)

Feature 
selection
(BSO)

Classification
(Support 
Vector 

Machine)
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Figure 1. Schematic of the proposed method

Datasets
The 3.0T sMRI images utilized in this study are available on the Parkinson’s 

progression markers initiative (PPMI) database [24]. The input data used in this 
study consists of a total of 238 subjects, including 62 normal control (NC), 142 
PD, and 34 SWEDD subjects. Table I. gives some information regarding age, 
gender (male and female), weight, depression score, sleep score, olfaction score, 
and cognition score. The data and scores are states based on the mean and deviation 
values.

Gabor Filter
The Gabor filter is a linear filter that can be used in many applications, such as 

edge detection, segmentation, texture analysis, and feature extraction. As mentioned 
earlier, a GF is a combination of FT and GDF in which GDF acts as a kernel to 
measure the multiplication of FT [7]. GDF associated with the different frequency 
occurrences achieves the information related to the time domain. Eq. 1 and 2 show 
the FT and GDF equations, respectively. Also, the mathematical model of GF is 
given in Eq.3.

Table 1. Datasets

Subjects NC PD SWEDD
No. 62 142 34
Age 61.0±10.7 61.5±9.4 61.7±9.8
 Gender (male/female) 23/39 51/91 14/20
Weight 76.9±15.4 82.6±16.6 83.1±12.5
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Depression score 5.1±1.2 5.3±1.5 5.6±1.3
Sleep score 33.4.2±4.7 22.5±8.5 29.9±8.4
Cognition score 28.2±1.1 27.5±2.1 26.9±2.9

(1)

(2)

(3)

where, t and ω are the time and frequency domains. τ represents the center and 
the spread of the window in GDF.

 Both amplitude and phase information of the 2D-GF output of the sMRI images 
are used to extract the features. Figure 2. represents a sample of the PD brain as an 
input image and the amplitude and phase of GF as the output. 

                             (a)                                               (b)                                                   (c)       
Figure 2. Applying GF on a PD sample: a. Original PD image b. GF amplitude c.GF phase

 In this study, we applied a Gabor mask filter with a size of 25×25, which means 
that for amplitude, we extracted 625 features. Another 625 features are extracted for 
the phase information, which makes a total of 1250 features.

Brainstorm Optimization
The BSO algorithm is categorized as a swarm-based optimization algorithm 

and is widely used to solve nonlinear and multi-objective optimization problems. 
Generally, a solution to the problem is presented as an idea in BSO. The population 
comprises a group of ideas with different characteristics and solutions to the fitness 
function [23]. Like other optimization-based algorithms, the first generation, a set 
of ideas, is created randomly and updated after iterations based on the procedure of 
BSO. The following steps are done to update the ideas in iterations.

 In the first step, similar ideas are grouped using a k-means clustering method. 
Based on the calculated fitness function, the best idea is selected as the center of 
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each cluster. To update the ideas and create new ideas (idea new), the following tasks 
are applied to old ideas idea old. 

-  Set the values to the pone−cluster, pone−center, and p two−centers as BSO 
control parameters.

-  A random number is considered for every idea in the generation. Then:
-  If the random number is less than the pone−cluster, a cluster is selected 

randomly, and the cluster’s center replaces the idea if the random number is 
less than the pone−center. 

-  If the random number is more significant than the pone−cluster, two clusters 
are selected randomly, and the chosen idea is updated towards the centers of 
selected clusters as Eq.4.

-  Finally, the new idea is updated based on Eq.5 and 6 using a step-size 
parameter ξ and Gaussian distribution.

(4)

(5)

(6)

 Each idea in the BSO algorithm represents a possible status of extracted features. 
A population consists of a specific number of ideas. A new population is created by 
applying the BSO operations to the old population. As it shown in Table. 2, each idea 
with the size of a 1×1250 array. 1250 represents the number of extracted features 
from the images applying GF. Features represented with “one” are selected, and 
other features with “zero” are ignored. For example, in the given sample depicted in 
Table 2. features 1 and 1249 are chosen, and feature 2 and 1250 are ignored.

The accuracy is considered the fitness function.
(7)

where  is the fitness function which should be maximized.   is the 
accuracy of classifying related to idea i. The summarized information regarding the 
BSO parameters is given in Table 3.

Table 2. A sample ideas representing features statues

Feature 1 2 … 1249 1250
Particle value 1 1 1 0
Feature statues selected ignored selected ignored
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Classification And Metrics
Based on statistical learning principles, the SVM is the most powerful classifier. 

The SVM algorithm has been successfully adapted to various applications in 
Gene application. During the training stage, SVM attempts to find the optimal 
class-separation hyperplane in the maximal margin, which is the distance between 
the support vectors on the boundary. Support vectors are located on two parallel 
hyperplanes, with a distance of 2/‖w‖ between them. 

 In [25],SVM was first used for pattern recognition. SVM takes into account a set 
of samples containing x (train set vector) and y (corresponding labeled set vector), 
and the decision surface is defined as:

(8)

where  is the weight constant, which is optimized during the training process. 
K(.,.) is the kernel function,  are support vectors,  b is bias and  = ±1 is the label 
of the sample    . K(.,.) describes the behavior of support vectors as the kernel 
function.

Table 3. BSO parameters

Parameter Values
Maxımum ıteratıons 10000
Total idea size in each population (n) 100

Number of clusters (m) 4

0.8

0.4

0.5

In this study, SVM was used for classification with a linear kernel. A 10-fold cross-
validation technique is used for training, validation, and testing. The performances 
applied in this study include sensitivity, specificity, and accuracy, which are defined 
as: 

(9)

(10)

(11)

where TP, FN, TN, and FP denote true positive, false negative, true negative, and 
false-positive results respectively that are defined in the interval [0, 1].
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RESULTS AND DISCUSSION 
In this section, the proposed method is applied to the dataset given in Table. 1. 

First, the GF is used to extract the features from input images. The extracted features 
are fed into the SVM for classification. Then, the BSO is utilized to reduce the 
number of features, and the selected features are considered as input data of SVM. 
The results of the classification of PD/NC, SWEDD/NC, and PD/SWEDD using 
both GF and GF+BSO are provided in Tables. 4, 5, and 6, respectively.  

 The results show that the BSO can achieve higher accuracy using lower features. 
In addition, the BSO can reduce the number of selected features to 137. These results 
reveal that irrelevant features still exist in the feature extraction step and are ignored 
in the feature selection step. The fewer features can reduce the computational cost 
and improve the performance of classification tasks. In addition, as we can observe 
from Tables IV to VI, the highest accuracy is achieved in AD/HC, 96.17%. The 
accuracy of detecting PD/SWEDD is remarkably lower than PD/NC and SWEDD/
NC, because the number of similar features in this category is relatively higher than 
in the other two categories. 

Table 4. The results of the SVM classifier to classify PD/NC subjects.

Method Feat. ACC. SEN SPE
GF 1250 85.34 79.32 82.46

GF+
BSO

513 82.56 76.36 80.72
496 91.47 83.12 86.89
137 96.17 89.18 89.57

Table 5. The results of the SVM classifier to classify SWEDD/NC subjects.

Method Feat. ACC. SEN SPE
GF 1250 89.96 86.38 78.05

GF+
BSO

513 86.83 82.18 81.06
496 90.38 91.46 87.42
137 94.57 93.26 89.74

Table 6. The results of the SVM classifier to classify PD/SWEDD subjects.

Method Feat. ACC. SEN SPE
GF 1250 71.03 68.54 59.32

GF+
BSO

513 69.57 65.82 61.02
496 74.32 72.86 68.74
137 78.57 80.14 78.45

 In addition, we applied other well-known feature extraction methods, such as 
CWT, WT, CM, and ZM, to the same dataset. The extracted features are fed into the 
SVM as a classifier to compare with the results obtained by the proposed method. 
The results of the classification of PD/NC, SWEDD/NC, and PD/SWEDD using 
different feature extraction methods are given in Figures 3,4, and 5, respectively. The 
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results show the efficiency of GF compared to other feature extraction methods. The 
results of CM and ZMs, are comparable with the proposed method. The moment-
based methods had better performance rather than wavelet-based methods. The 
fitness function can be replaced by desired performance meters to achieve higher 
sensitivity and specificity. Also, it is possible to define a multi-objective fitness 
function at the selection stage.     

Figure 3. The performance comparison of feature extraction methods for both NC/PD                     
(Using SVM as a classifier)

Figure 4. The performance comparison of feature extraction methods for both NC/SWEDD           
(Using SVM as a classifier)
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Figure 5. The performance comparison of feature extraction methods for both PD//SWEDD          
(Using SVM as a classifier)

 As we expected, the overall results obtained by SVM are higher in terms of 
accuracy, sensitivity, and specificity. Among the other classifiers, the random forest 
has shown better efficiency in detecting PD subjects. Moreover, our results show 
that distinguishing the PD and SWEDD subjects can be done with higher accuracy 
than detecting PD against SWEDD subjects. 

Table 7. Experimental results of the different classifiers (NC/PD classification).

Method Accuracy Sensitivity Specificity
k-NN 80.14 83.27 79.85
Random Forest 94.13 90.24 83.16
Decision Tree 90.13 86.48 79.81
SVM 96.17 89.18 89.57

Table 8. Experimental results of the different classifiers (NC/SWEDD classification).

Method Accuracy Sensitivity Specificity
kNN 80.01 82/46 76.39
Random Forest 90.48 89.37 80.16
Decision Tree 88.91 83.79 78.45
SVM 94.57 93.26 89.74

Table 9. Experimental results of the different classifiers (PD/SWEDD classification).

Method Accuracy Sensitivity Specificity
kNN 63.18 68.66 61.48
Random Forest 75.56 79.32 70.16
Decision Tree 74.82 73.28 69.57
SVM 78.57 80.14 78.45
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CONCLUSION
A novel approach using GF and BSO was proposed to distinguish the PD/HC, 

SWEDD/HC, and PD/SWEDD subjects. The sMRI images from 238 subjects, 
including 62 NC,142 PD, and 34 SWEDD, were selected as input data. A GF as 
an effective transformer was utilized to extract the features from the images. Then, 
a BSO algorithm was applied to reduce the number of features and computational 
costs and eliminate the irrelevant features. A standard 10-fold classification SVM 
with a linear kernel was used to classify the different groups using selected features. 
The results showed that GF-BSO achieved an accuracy of 96.17 percent by selecting 
only 137 features among 1250 features. The results were compared with well-known 
feature extraction methods and the results of the state-of-the-art papers which have 
used other classifiers. The high accuracy obtained in the classification task reveals 
the efficiency of the proposed approach in distinguishing PD, HC, and SWEDD 
subjects. Furthermore, fewer features make the proposed method applicable for 
medical scientists for better treatment performance.  
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A REVIEW OF FPGA-BASED APPLICATIONS AND FPGA                                      
USAGE IN THE INDUSTRIAL AREA

Abdulkadir SADAY 1

INTRODUCTION
Developments in industrial technologies also reveal many factors such as high 

speed, practicality, fast time-to-market, price-performance balance, and embedded 
systems. In today’s industrial applications, the use of computer-aided systems 
and control systems managed with embedded hardware is becoming increasingly 
necessary due to digitalization. However, depending on consumption demands, the 
need to accelerate production and achieve more performance with less cost arises.

In industrial applications, it is necessary to reach high-performance control 
systems in a safe and flexible structure to catch up with the competition in the sector. 
In addition, the cost of production is an important factor for the products offered to 
the market. Reducing the cost, and shortening the time of the entry of the product 
into the market, depends on the performance of the technology used and the amount 
of energy consumed in high performance.

Today’s consumer products and technologies are constantly updated and renewed 
depending on rapidly changing user demands. Although traditional control systems 
are sufficient to produce a solution for a need, restructuring them according to 
changing demands creates processes that require high costs and time. For this reason, 
manufacturers and developers have been in search of real-time, high-performance, 
and low-cost systems that can be configured in the field depending on the needs. 
In addition, with the increase of controlled systems in applications, the problem of 
synchronous control of more than one system has emerged. The limited nature of 
traditional processors has become a problem for multiple systems.

Field programmable gate arrays (FPGAs) are semiconductor digital circuits built 
on customizable logic blocks connected by programmable connections. FPGAs can 
be reprogrammed according to the desired application or functionality requirements. 
Due to their low power consumption and correspondingly high computational 
capacity, they are gaining increasing interest in industrial applications and academic 
studies. FPGAs are configured to execute a process as needed. Unlike traditional 
processors due to their architecture, they can be reconfigured in the field for the 
needs [1]. These structures have started to make FPGAs a choice for developers 
1  Selcuk University, Faculty of Technology, Mechatronics Engineering, Konya, TURKIYE.
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and manufacturers because of the cost-performance criterion. In current studies, 
FPGAs are used extensively, and their performance values are compared with 
other processor and microcontroller types. According to comparisons made in 
many areas such as signal processing, image processing, and artificial intelligence 
applications, it is shown that FPGAs offer up to 57 times faster speed with lower 
energy consumption than GPU and traditional processors [1, 2].

Despite their advantages, FPGAs are devices that take a long time to design due 
to their architecture, are designed with hardware description language (HDL), and 
require special hardware skills. Today, their not very intense industrial prevalence, 
limited knowledge and access to design resources make these devices a field that 
requires special expertise. One of the important obstacles to the widespread use of 
FPGAs in applications is the complexity of programming [3]. System-on-chip (SoC) 
platforms have been developed by combining FPGAs with embedded processors as 
a result of the work done by the developers to solve this problem. The purpose of 
these platforms is stated as to ensure that only the parts that need performance, not 
the entire application, are configured on the FPGA and to avoid design difficulties.

When current studies are examined [4-10], it is seen that FPGA and SoC hardware 
have started to come into focus in many different areas in industrial applications and 
research issues that require performance. Major sectors include industry, computing, 
aerospace, energy, defense, and medicine heavily. Experts state that FPGAs will see 
high demand in the coming years [11, 12]. Despite their high cost, still these devices 
are well suited for industrial applications due to their long lifetime, high bandwidth, 
functional security, flexible design support, and parallel processing capabilities. 
Therefore, the purpose of this article is to provide a review with an analysis of the 
use of FPGAs for industrial applications, primarily in the field of engineering.

FPGA DESCRIPTION
FPGAs are defined as reconfigurable logical blocks containing programmable 

logic gates, connected via interconnection networks. They can be reprogrammed 
depending on the need after production. With these features, FPGAs differ from 
application-specific integrated circuits (ASICs) produced for special functions. 
FPGAs are generally produced as SRAM-based reprogrammable circuits. Today, 
giant processor manufacturers such as Intel and AMD have included the first FPGA 
manufacturers such as Xilinx and Altera, and the development of these technologies 
has gained great momentum. FPGAs offer users the opportunity to reconfigure to 
meet their post-production needs. That’s why they got the name programmable in the 
field. They are frequently used in commercial applications such as communications 
and image processing, where flexibility and parallel computing are needed. The 
FPGA architecture consists of a matrix of configurable logic blocks (CLB). This 
matrix is surrounded by up to 1000 input-output blocks (IOBs). All this structure 
provides communication between itself with an interconnection [13-16]. The 
representation of the structure is shown in Figure 1.
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Figure 1. FPGA architecture [16]

With the developments in FPGA technology, embedded processor blocks such 
as RAM and DSP accelerators have been added to the architecture. This structure 
emerged as a complement to the original FPGA matrix. This hardware is defined 
with Verilog and VHDL languages depending on the hardware description language 
(HDL) [17, 18]. In the definition phase, four different steps must be followed to 
integrate the circuit. While design and definition processes are provided in the 
hardware language, progress is made by verifying each stage. The four steps of the 
identification phase are given:

1- Base system level where circuit properties are determined
2- Behavior level of the circuit
3- Register transfer level (RTL) at which component identification is made
4- Physical synthesis level depending on hardware features
Applying each level means defining the circuit to be created with HDL. If any 

of these definition levels for the FPGA is missing or incorrect, circuit integrity 
cannot be achieved. Therefore, at the design stage, each identification level must 
be successfully accomplished. The flow of the design approach is given in Figure 2.

Figure 2. Design approach
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After FPGAs are deployed in the field, they allow hardware upgrades to add 
extra features or fix bugs with a new bitstream as needed. This makes FPGAs a focal 
solution, especially for fast production cycles in the technology-dependent market. 
The level of reconfigurability allows the creation of application-specific hardware 
rather than a fixed general architecture such as CPUs and GPUs. In this way, FPGAs 
can be used in a hardware design that includes application-specific bandwidth or 
instruction set and can offer higher efficiency than CPU or GPU [19, 20].

Today, FPGAs are increasingly used in industry for complex functions and 
calculations. Creating an arithmetic logic unit (ALU) using single hardware, 
designing complete digital systems such as communication units, and configuring 
it as a control unit in remote control units such as satellite communication is a 
distribution that shows the potential of today’s usage areas of FPGAs to become 
widespread.

INDUSTRIAL APPLICATIONS
In this section, industrial applications developed using FPGAs and the plans made 

by head manufacturers for the future of this hardware in recent years are analyzed. 
A review is provided by considering the real-time applications designed, control 
techniques, and areas of use. Due to their reconfigurable architecture, FPGAs have 
become suitable hardware for different industries and applications. With the latest 
developments, AMD Xilinx and Intel companies, which are the leading processor 
manufacturers in the industry, have started to offer FPGA devices, software, and 
ready-made IP package solutions specially developed for different industries. 
Within the framework of the market strategies and visions of the manufacturers 
in the industry, common application areas are gathered under the main prominent 
categories.

Aerospace, Space, and Defense
Because of their radiation resistance and reconfigurable properties, FPGAs 

are ideal equipment for important signal-processing applications such as image 
processing, SDR, and waveform generation. Aerospace and defense fields often 
place less emphasis on hardware cost for development than the regular consumer, 
making FPGAs more likely to be used by developers in this industry. Studies in this 
field generally include progressive radar systems, satellite communication systems, 
missile guidance systems, electronic warfare, and secure communication systems. 
These systems require real-time processing and calculation of large amounts of 
data. The phased array algorithm used for radars uses independent antenna element 
arrangement to manage the radiation pattern [21, 22]. Because this design requires 
high bandwidth along with high-performance digital signal processing (DSP), it can 
often be implemented using an FPGA solution. Communication security and low 
latency are needed for military and warfare systems [23, 24]. In these systems, using 
wireless encoders and decoders makes FPGAs with the ability to be reconfigured in 
the field a necessity.
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Studies such as exposure estimation of spacecraft, moving target defense, 
development of wireless sensors for secure data transfer, fault prediction in a space 
radiation environment, and creation of high-capacity routers for satellite backbone 
networks in aerospace, space and defense sectors [25-28] It benefits from data 
processing capacity and functional security features.

Figure 3. Spacecraft detection and bounding [25]

Automotive
In the automotive sector, many systems such as driving assistance systems, 

comfort, and safety, and in-car information systems are offered as package services 
today. Autonomous driving and driving assistance systems require a high level 
of safety to adapt to rapid mobility. FPGAs used in the automotive industry offer 
advantages with low latency in terms of security in functions that require high 
performance. Various sensors in automotive technologies generate large amounts 
of data that must be collected in real-time under a single system [29]. With the 
high bandwidth and computation speed they provide, FPGAs are critically helpful 
in collecting, preprocessing, and distributing this data, combining it with various 
software algorithms including artificial intelligence, and creating a safe and 
efficient application for vehicle control [30]. Studies with FPGA in the automotive 
field [31, 32] have been developed to obtain a real-time response in all operations 
from the vehicle’s internal control system to the battery management system. The 
use of FPGAs in the design phase provides flexibility and cost savings during the 
development and testing of various camera and data transfer structures. Due to the 
widespread use of smart vehicles, the limitations of the fixed hardware circuits in the 
existing electronic control units have led the developers to seek new technologies. 
Flexible hardware upgrades and reconfiguration make FPGAs a viable strategy for 
these investigations. In recent studies [33, 34] remote reconfigurable ECU systems 
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are recommended for automotive systems. This feature allows manufacturers to 
remotely perform new updates and bug fixes with the field reconfigurability of the 
FPGA, without being subject to fixed hardware limitations. FPGAs, with their high 
performance and real-time data processing capability, offer an extremely broad 
portfolio that directs the use of in-vehicle artificial intelligence applications, which 
use cameras, radar, and LiDAR in automotive technologies, providing fully adaptive 
autonomous driving together with safety-critical functionality.

Broadcast
The prevalence of instant requests in today’s communication systems has put 

this sector in search of hardware capable of advanced filtering and high-resolution 
transmission. Broadcast-targeted platforms and professional broadcast systems 
require applications that adapt quickly to changing requirements and have long 
product life cycles. The need for secure and high-performance hardware in many areas 
from television broadcasting to satellite broadcasting, from military surveillance 
to autonomous video processing brings FPGAs to the fore in this sector. FPGA 
provides the required remote configuration and long-life cycle form needed in space 
communication systems with its high processing capability and high bandwidth [35]. 
Many topics in this field such as broadcast vehicles, space observation vehicles, 
cinema, video processing, compression, archiving, transmission, and switching are 
different as manufacturers offer FPGAs as a solution for real-time video and audio 
processing applications required for all these videos and image-based systems. has 
gained an orientation. As a result of the studies in this field [36-38], the timing 
problems in satellite systems for digital video broadcasting, the need to minimize 
energy, and the transmission problems in high-resolution image systems, the fast 
resolution feature of FPGA have been solved.

Robotics
Robots and robotic systems reflect the current expression for the current 

industrial automation. Machine vision, communication, industrial control, artificial 
intelligence, machine learning, and human-machine interaction are important 
technological topics of industrial robot applications and robotics [39]. Application 
packages that manufacturers have developed specifically for the robotics industry 
are the simplest way to create robots with computational visualization, hardware 
acceleration, and machine vision systems. FPGAs offer a reconfigurable common 
embedded hardware and software platform to significantly reduce the time-to-market 
and cost of products developed for the robotics industry. This provides a modular 
approach in the field of robotics. Parallel processing of control parameters enables 
precise and dynamic industrial standards to be achieved in a scaled number of 
motion axes, various and multiple sensor support, and high-level sensor techniques 
can be applied [40-42].
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Figure 4. Robotics applications with FPGA [41]

With FPGA hardware, deterministic networking with low latency for system 
synchronization is achieved in motor control. Adaptive motor control accelerates the 
planning required for movement. In this way, with a dynamic control structure, and 
artificial intelligence supported, predictive maintenance analytics can be applied in 
real-time. Studies on motor control applications with FPGA hardware [43-45] have 
been carried out for high-loop operations such as direct torque control, sensorless 
control, and fuzzy logic-based control. The high-speed advantage of the FPGA has 
been observed to maximize the computational and feedback loops while minimizing 
torque ripple.

Data Center
With the increase in data size and operations with technological devices, the 

importance of cloud computing and cloud data distributions is also increasing. 
They can provide the required performance and capacity by being equipped with 
FPGAs for high-bandwidth, low-latency servers, fast networking, and fast storage 
applications. The flexibility of hardware reconfiguration, high throughput, and low 
latency have led developers to FPGAs for areas such as network acceleration, financial 
technology, and data processing applications. HPC applications, imaging, and video 
centers in general benefit from FPGA technologies due to their high throughput, low 
power consumption efficiency, and workload adaptability advantages. Researchers 
have conducted studies in data centers based on fixed-point computing performance 
to increase inter-node error reporting performance, processing efficiency, and 
acceleration [46, 47]. Their results show that FPGA and GPU perform at the same 
level, but FPGA achieves this performance with more than 50 times lower latency.
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Medical
In addition to being a targeted design platform for industry, science, and medical 

(ISM), FPGAs provide a high level of flexibility, fast time-to-market, and non-
repeating engineering costs (NRE) for industrial applications. In medicine, their use 
is common for medical imaging applications. In operations performed on images, 
their ability to produce fast results with their parallel processing capabilities ensures 
that diagnosis and diagnosis processes are accelerated. Scientific simulations, 
machine learning, and FPGA performance of arrays can meet the need in this field. 
They are similarly used in industrial applications to meet string processing, display, 
and I/O interface requirements.

Figure 5. Medical ultrasound application with FPGA [12]

In general, studies with FPGA in the medical field [48-50] have focused on 
medical diagnosis identification with real-time data analysis, image processing and 
analysis on embedded systems, and ultrasound applications. It is stated that real-
time monitoring is an important factor in providing detailed analysis during medical 
imaging.

Video, Image Processing, and Security
Many security applications, including access control, surveillance and security 

systems, and video and image processing systems need solutions that meet 
increasing mobility. In this context, FPGAs provide high performance versus high 
reconfigurability, low NRE, and low power consumption for a variety of targeted 
video and display applications. Today, area scanning cameras with resolutions 
that can exceed 20MP, high frame rate and 3D detection technologies require high 
bandwidth, multi-interface support, and low energy consumption with the inclusion 
of artificial intelligence in the application. Technology companies are trying to 
provide the industry with high-capacity, industry-specific FPGA hardware that can 
meet all needs on a single system to meet this need. However, researchers play a 
key role in determining the need by presenting various studies on this equipment. 
Recently, holographic video processing and real-time object identification have 
come to the fore among studies [48, 51, 52].
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Figure 6. FPGA reconstructed holographic image (a) 0m, (b) 0.4m, and (c) 0.6m [52]

Communication
It can produce end-to-end solutions for reprogrammable network packages, serial 

panels, and more on FPGA hardware. They are widely used in the communications 
industry to increase network capacity while reducing delays, lower power 
consumption while increasing coverage, and improve connection quality, especially 
when it comes to data transmission.

Tech leaders such as Microsoft, Google, and Amazon have started using 
configurable FPGAs in their server systems to accelerate and add flexibility to various 
workloads. However, FPGAs need skilled human resources for both hardware and 
software design. For this reason, manufacturers and developers have started to work 
on customized IP packages to overcome the human resource barrier. IP packets are 
defined as libraries produced specifically for the application. With this development, 
companies have turned to the use of FPGAs in cloud services, network structures, 
and server systems. According to experts, the use of industrial applications built on 
this hardware is expected to increase further over the years [53].

CONCLUSIONS
The purpose of this article is to provide information about the usage areas and 

advantages of FPGAs in industrial applications. It has become important to use an 
efficient design architecture as the complexity of control methods in the industry 
increases depending on the devices used and the need. FPGA hardware is based 
on system-level design and system-level description language. This hardware 
allows rapid prototyping of applications. Verification of the design for the target 
technology during the application development phase provides the developer with a 
reliable structure for the application. With verification, a smooth development step 
is achieved at once. The availability of validated packages (IP block) for designs 
provides great advantages during the development phase. In another aspect, it allows 
the integration of digital controllers into complex systems as models.

According to the studies, it can be observed that FPGA hardware offers high 
performance compared to traditional processors when an application requires rapid 
processing of large amounts of data. Although the use of traditional processors is 
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still a flexible option in every field, the demanding amounts of data and increasing 
precision in today’s applications make the use of FPGAs in almost every field a 
necessity.

FPGA technology can offer customizable and high-performance solutions with 
low energy consumption and less carbon footprint compared to other technologies 
that cannot provide an optimum solution for modern information processing 
techniques. In addition, it helps to bring reliable products to the market without 
the need for designers to take extra action for the functional safety of applications. 
Among the advantages that are considered common in applications, longevity, high 
bandwidth, functional security, flexibility and reconfigurability, high transaction 
performance and parallel processing capability come to the fore. Therefore, FPGAs 
are a viable choice for designers to meet the rapidly increasing and changing needs 
in the industrial applications of the new century.

The evaluation of the difficulties encountered in the past years by today’s 
manufacturers and the solutions developed for these problems have produced positive 
effects such as cost reduction, ease of installation, and ease of integration. This has 
started to make FPGAs a pioneering solution for industrial applications. Intel and 
AMD Xilinx companies have been working on special applications of industrial 
solutions, mostly by providing improvements on FPGAs in recent years. They offer 
high-density roadmaps especially in industrial communications, industrial motor 
control, machine vision, video and broadcast, robotics, artificial intelligence, edge 
computing, and semiconductors.

Enhanced performance, low cost, faster time to market (QTTM), flexible and 
reliable structure, and low maintenance requirements make FPGAs advantageous 
in different industries compared to other processor types. In terms of production, 
they are classified into low, medium, and high segments. Low-segment hardware is 
used for systems that require intensive logic groups and complexity with low on-
chip power consumption. Mid-range hardware is the ideal solution for systems that 
require moderate complexity and balance the consumption per hardware, without 
sacrificing both factors while maintaining a performance and cost ratio. High-
segment hardware, on the other hand, offers solutions with its functionality and 
performance in applications where cost is not so important, consumes relatively 
more power, but requires high logic density and high complexity.

In the years to come, the complexity of the control systems and technologies 
used will continue to increase the amount of data that emerges. The tasks set for 
the applications will not be limited to editing and adaptive online control due to 
errors will need to be provided. In this context, FPGAs will continue to be the 
subject of research due to their dynamic configuration architecture and increasing 
performance need. By looking at the studies on this hardware and the roadmaps 
of the manufacturers, it can be predicted that the design difficulty and the need for 
special expertise for FPGAs will be eliminated in the future.
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DEVELOPMENT OF ENERGY SAVING AND ECO FRIENDLY COMMERCIAL 
DISHWASHERS USING OZONE

Zafer KAHRAMAN 1, Murat HACI 2, Hakan Serhad SOYHAN3

INTRODUCTION
Ozone (O3) has been expanding its usage areas in recent years with its strong 

oxidizing and disinfectant properties [1]. Ozone applications for disinfection 
of different product groups are encountered in various sectors such as food [2-
9], wastewater treatment [10-15], textiles [16-19] and medical fields [20-22]. 
Summaries of various literature studies on the applications of ozone in different 
fields are given below.

Many parameters affect ozone applications. The main environmental factors 
affecting the ozonation process applied as a gas are temperature, pressure, relative 
humidity, etc. The effectiveness of aqueous ozone applications varies across 
many factors (eg pH, conductivity and organic matter composition, etc.). Under 
ambient conditions, material type and properties (adsorbent or non-adsorbent), 
microorganism structure, sample contamination method (droplets, wet, dried), 
ozone production method, ozone concentration, and exposure time stand out as 
other factors affecting the efficiency of ozonation. The affecting factors are given 
in Figure 1. under three main groups (ambient conditions, material/substrate, and 
operational conditions) [1].

Figure 1. Classification of parameters affecting the ozonation process. [1].

In the ozonation process, negative results may be encountered instead of obtaining 
the desired effect if the application parameters are not determined correctly. In 
determining the best parameters for ozone applications, excessive and low ozone 
1  Öztiryakiler Madeni Eşya San. ve Tic. A.Ş, R&D Technology Center, İstanbul, TÜRKİYE.
2  Öztiryakiler Madeni Eşya San. ve Tic. A.Ş, R&D Technology Center, İstanbul, TÜRKİYE.
3  Sakarya University, Mechanical Engineering Department, Sakarya, TÜRKİYE.
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dose applications should be avoided. The ozone concentration ranges (Occupational 
Safety and Health Administration) determined for different applications are given in 
Figure 2. The contact time and concentration of ozone stand out as important factors 
in the application process [1].

Figure 2. The exposure limits for various applications to naturally occurring ozone and commonly 
applied ozone concentrations. While ozone application generally has tiny concentrations of 1-3 mg/L 
for drinking water disinfection, Up to 10 mg/L can be applied for wastewater disinfection (although 
its organic content varies). Doses higher than those specified for industrial wastes are also applied [1].

Emmanuel his working group evaluated the importance of effective determination 
of ozone dosage requirements (concentration x exposure time) in order to maximize 
efficiency with a suitable technique in the control of ozone applications [1].

Mustapha and his work group studied the effects of low concentration, multi-
mode frequency irradiation of aqueous ozone and their combination on cherry 
tomatoes’ microbial safety and nutritional quality. In this study, individual washing 
with aqueous ozone, single-mode frequency irradiation reduced (<1 log CFU/g) 
in microorganisms that cause deterioration. Higher microbial reduction (1.3 to 2.6 
1 log CFU/g) was obtained with dual-mode frequency irradiation (DMFI). The 
highest level (>3 log CFU/g) microbial reduction was achieved with the combined 
system (20-40 kHz and aqueous ozone) application. The representation of the 
aqueous ozone generator system, the multi-mode frequency irradiation system, and 
the sonozonation system is given in Figure 3 [2].
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Figure 3. A) Aqueous ozone generator, B) Multi-mode frequency irradiation system,                          
C) Sonozonation system [2].

Zambre and his working group researched the shelf life of tomatoes with ozone 
applications. The effects of ozone application on tomatoes’ storage and ripening 
processes were evaluated. The color changes of tomatoes were investigated (from 
green to red). They stated that ozone applications delayed the development of 
tomatoes (the red color), rot and increased the shelf life of tomatoes by 12 days. The 
illustration of the experimental system developed for ozone application is given in 
Figure 4 [3].

Figure 4. The experimental system for ozone application. To obtain the desired ozone 
concentration utilizing an ozone generator, ozone was mixed in the gas chamber, an ozone 
meter was used for measurement. The gas inlet containing the desired ozone concentration 
was continuously passed through a tomato stack in the ozone treatment chamber for 10 
min. In addition, tomatoes’ redness and rotting values were obtained during storage [3].
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Joseph and his working group evaluated the ozonation process of wastewater 
containing laundry detergent and made suggestions for next studies. The most 
effective advanced oxidation processes (AOPs), ozonation stands out with its 
effectiveness in treating and recreating laundry detergent wastewater. Ozonation 
processes are generally evaluated under two separate headings as non-catalytic 
ozonation and catalytic ozonation. The representation of the ozonation is given in 
Figure 5 [4].

Figure 5. Schematic of various ozonation processes. [4].

Organic compounds (such as lignin, cellulose, phenol) and other toxic compounds 
wastewater cause an increase in chemical oxygen demand (COD), color, and 
properties related to suspended solids. In addition, the high biological material and 
color content in paper and pulp wastewater can lead to the formation of sludge 
and scum and lower visual quality in water bodies. Ozone-based techniques are 
contributing as an alternative among AOPs to remove persistent organic compounds. 
The most appropriate ozone dose amount (0.3 mg/ml) has been reported for COD 
and color removal of wastewater. The illustration of the catalytic ozonation system 
(for pulp and paper industry wastewater treatment) is given in Figure 6 [13].
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Figure 6. The catalytic ozonation system [13].

The dirty image of the wastewater sample and the final image formed after the 
ozonation process is given in Figure 7 [13].

Figure 7. Image of initial sample and final image after ozonation [13].

Shajeelammal and his work group investigated ozonation (O3) and modified 
low-frequency ultrasound (U.S.) cavitation as well as the integrated reactor for 
possible replacement of the stage-1 plant that produces a large amount of sludge 
in textile production. According to the company’s needs, activities were carried out 
to eliminate at least 90% of the chemical oxygen demand (COD) without forming 
sludge, with the COD level below 150 mg L-1 [16].

The change in COD of textile wastes as a function of ozonation time is given in 
Figure 8 [16].



189INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

Figure 8. Variation in the COD values, obtained for various ozonation (times, flow rates 
etc.). The inset shows photographs of textile effluent in the as-received condition (i) and 
after the ozonation time of 30 (ii) and 60 min (iii) for an optimum O3 flow rate of 6 g h− 1 [16].

The coronavirus pandemic has caused adverse events worldwide. Bayarri and his 
team reported that technologies based on ozone (has a strong oxidizing property), 
eliminated the activity of this virus in various structures (aerosols and fomites). The 
illustration of the disruption of activation mechanisms for viruses (enveloped and 
non-enveloped) is given in Figure 9 [20].

Figure 9. Inactivation mechanisms of viruses (enveloped and non-enveloped) by ozone [20].
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METHODS
Commercial dishwashers are used in commercial establishments (restaurants, 

shopping malls, hotels, dormitories, etc.) to wash large amounts of dirty products 
(plates, glasses, etc.) in a short time (maximum 3 minutes according to the washing 
program). 

Commercial dishwashers are used in various models (glass washing, undercounter, 
guillotine type, conveyor, etc.) and capacities (500, 1080, 1500, 3000 plates/hour etc.). 
Commercial enterprises choose the model and capacity of dishwashers according to 
the conditions. In this study, an innovative commercial dishwasher prototype using 
ozone was developed based on the hood type commercial dishwasher.

Consumer demands are increasing for using environmentally friendly water and 
detergent/rinse aid in washing processes in commercial dishwashers and reducing 
energy consumption. Depending on the amount of chemicals (detergents and rinse 
aid) used in the existing washing units, it may pose great risks for the environment 
after the washing process.

The innovative prototype were carried out effectively by the expert staff of our 
R&D Center. Initially, the original design of the innovative commercial dishwasher 
prototype using ozone was developed. Stainless steel (AISI 316) is used in the main 
body of the prototype’s washing chamber and critical equipment (washing tank, 
washing arms, etc.) in order to provide high resistance in the process of working 
with ozone. While polymer-based materials are used in the washing arms of standard 
commercial dishwashers, only AISI 316 quality material is used in the innovative 
prototype.

The performance of an environmentally friendly innovative commercial 
dishwasher using ozone in different usage conditions was investigated. Various 
reviews and evaluations on the innovative prototype are given below;

 - Working conditions of prototype commercial dishwasher (washing time and 
washing efficiency etc.),

 - Working in different ozone application conditions (ozone application dose, 
ozone application temperature, time, etc.) in the prototype commercial 
dishwasher,

 - Working with occupational safety of prototype commercial dishwasher,
 - Various ozone application times,
 - Effects of different washing programs,
 - Compatibility of the prototype commercial dishwasher with ozone equipment,
 - Mechanical balance and strength of the prototype commercial dishwasher,
 - Various material qualities used in the prototype commercial dishwasher,
 - Test and analysis evaluations of various washed products (plates, glasses etc.)
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 - The hygiene conditions (total bacteria, e.coli etc.) of the products washed using 
ozone in the innovative system.

An ozone generator with a 1000 mg/hour capacity with a pump that produces 
ozone by arc method was used. As the washing programs, the plate is selected in 
the slightly soiled position and the washing time is 40 seconds; it is set as 2 seconds 
filtering time and 10 seconds rinsing time. Standard washing system test conditions 
are given below;

 - The commercial dishwasher prepared under standard conditions is equipped 
with detergent and rinse aid dosing pumps.

 - The rinse aid pump dosage adjustment is 1 gram/liter.
 - The washing water temperature of the commercial dishwasher prototype is set 

to 55°C.
 - The rinse water temperature of the commercial dishwasher prototype is set to 

85°C.
 - Detergent pump dosage adjustment is made as 3 grams/liter.
Innovative eco friendly commercial dishwasher system using ozone is given in 

Figure 10.

Figure 10. Innovative eco friendly commercial dishwasher system using ozone (front view).

CONCLUSION
Ozone systems are used in various areas, food preservation, hygiene (cold air 

warehouse, water filling facilities, etc.), disinfection (water treatment, laundry, 
etc.) and wastewater treatment (turbidity removal, etc.) due to its many superior 
properties (its oxidation power being more effective than many disinfectants). In 
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the specially designed commercial dishwasher prototype, the superior properties of 
ozone contributed to the reduction of the use of detergent and rinse aid. The effective 
reaction temperatures of ozone are lower than the current washing temperature (~55-
60°C), and gains have been achieved in reducing energy consumption values. In 
addition, different bacteria (e.coli, etc.) were removed at the desired level in various 
kitchen products (plates, glasses, etc.) tested by contaminating the dishwasher 
prototype using ozone.

An innovative prototype was successfully obtained based on the R&D systematic, 
by effectively evaluating the scientific and technical outputs for eliminating risks/
uncertainties on the commercial dishwasher prototype using ozone.
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EFFECTS OF DIETHYL ETHER ADDITION TO ISOPROPANOL-ISOBUTANOL-
ETHANOL (IBE) AND DIESEL FUEL BLENDS ON PERFORMANCE AND 

EMISSIONS UNDER VARYING LOADS And SPEEDS
Nurullah GULTEKIN1, Halil Erdi GULCAN2, Murat CINIVIZ3

INTRODUCTION
Compression-ignition engines have better torque output and fuel efficiency 

because they can operate at higher compression ratios than spark-ignition engines. 
Therefore, a diesel engine is preferred for heavy construction machinery, sea 
transportation, public transportation vehicles, and agricultural machinery [1]. 
Moreover, HC, CO, and CO2 pollutants are lower than spark ignition engine 
pollutants. However, despite these advantages, diesel engines also have negative 
sides. Diesel engines generate more NOx and soot pollutants than spark ignition 
engines [2]. Pollutants from diesel combustion have been identified by the IARC 
as evidence that may increase people’s risk of lung cancer. [3]. In addition, smoke 
pollutants from diesel combustion can cause cardiovascular disorders [4]. In 
addition, pollutants from diesel combustion can cause many harms, involving acid 
rain, and damage to the ozone layer, apart from human health [5, 6]. Improving 
diesel output emissions and decreasing reliance on fossil-based fuels is an important 
issue.

Many countries are dependent on foreign sources for fuel. Foreign dependency is 
an important parameter affecting economic development. Production of alternative 
fuels in the cheapest way and their use in internal combustion engines have become 
necessary for developing countries [7]. Finding alternatives to petroleum-based 
fuels reduces foreign dependency and helps economic development [8]. Nowadays, 
alcoholic fuels are used in addition to diesel fuel in different volumetric ratios to 
improve pollutant emissions without a serious decrease in performance [9, 10].

UTILISE OF ETHANOL IN A CI ENGINE
Ethanol is a captivating potential fuel since it has unlimited renewable bio-based 

raw materials and it has oxygen content, therefore ensuring the ability to decrease 
smoke emissions in a CI engines [11]. Ethanol is considered a regenerable fuel as it 
may be produced from agricultural crops such as corn, sugarcane, beets, and waste 
biomass [12, 13]. Ethanol is suitable as a fuel admixtion for working in a CI engine 
1 Nurullah Gültekin, Teaching Assistant, Karamanoğlu Mehmetbey University, 0000-0002-0139-1352
2 Halil Erdi Gulcan, Research Assistant, Selcuk University, 0000-0002-2328-5809
3 Murat Ciniviz, Professor Doctor, Selcuk University, 0000-0003-3512-6730



196 INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

with a high compression ratio owing to its high-octane content. The addition of 
ethanol significantly reduces smoke emissions thanks to the oxygen it contains [14]. 
It can also be used as an admixtion to enhance properties like distillation and cold flow 
[15, 16]. In the current literature, there are many studies on ethanol-diesel mixtures. 
In general, the adjunct of ethanol to diesel was found to have a notable impact on 
smoke pollutants. Some studies on ethanol-diesel are summarized below. Huang et 
al. [17] analysed the effects of adding 10%, 20%, 25%, and 30% ethanol to diesel 
on parameters of performance and emissions. It has been stated that owing to the 
lower calorific point of ethanol compared to diesel, the thermal efficiency decreases, 
and the specific fuel consumption increases. Otherwise, it has been informed that 
there is a notable attenuation in smoke emissions with the addition of ethanol to 
diesel. The reason for this is the oxygen concentration of ethanol. It was stated that 
the desired reduction in HC, CO, and NOx emissions could not be achieved. The 
study by Ahmed focused on the ethanol additive in a compression-ignition heavy-
duty engine. According to the test results, particulate matter emissions decreased 
by over 40%. And also, CO and NOx emissions showed a reduction of over 25% 
and 5%, respectively [18]. Xing-Cai et al. [19] analysed the impact of cetane 
improver adjunct to ethanol diesel blends on high-speed diesel engine emissions 
and performance. Ethanol was added to diesel at a rate of 15% by volume. Cetane 
improver was added at 0%, 0.2% and 0.4% ratios. Ethanol was added to diesel at a 
rate of 15% by volume. Cetane improver was added at 0%, 0.2% and 0.4% ratios. 
Engine performance results indicated that specific fuel consumption increased, 
and thermal efficiency enhanced. Emissions, on the other hand, have improved. 
Smoke and NOx emissions have decreased significantly. Bilgin et al. [20] focused 
on the effect of ethanol adjunct to diesel on performance at varying compression 
ratios. Ethanol was added to diesel in three different volumetric ratios (2%, 4% and 
6%). Compression ratios in the study vary 19:1, 21:1 and 23:1. The performance 
results showed that the fuel consumption and thermal efficiency of the engine were 
improved at 4% ethanol substitution at different compression ratios. Bang-Quan 
He et al. [21] analysed the impacts of 10% and 30% ethanol mixtures by volume 
on pollutant emissions in a four-cylinder, direct injection, 17.5:1 compression ratio 
diesel engine. The tests were practiced at a constant 1700 rpm. The results indicated 
that the adjunct of ethanol significantly reduced soot emissions. Zhang et al. [22] 
worked the solubility of ethanol in diesel and the effect of its mixtures on emissions. 
Experiments were conducted with fuels containing different mixtures in a direct 
injection CI engine. The ethanol ratios in the mixture were 10%, 20%, and 30% 
by volume. Zhang et al. beholden a significant advance in smoke, HC, and CO 
emissions with the adjunct of ethanol.
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USE OF ISOPROPANOL IN DIESEL ENGINES
Isopropanol which oxygenated content is another potential alternative fuel that 

can also be generated from raw materials as ethanol. Isopropanol provides better 
resolution in diesel blends due to its longer chain structure compared to ethanol [23]. 
Moreover, the slightly better cetane content and heating value of isopropanol provide 
an alternative option to other alcohols (ethanol and methanol) [2, 23-25]. There are 
various papers in the literature on the utilise of isopropanol in CI engines. Alptekin 
[25] investigated the comparative performance and pollutant values of diesel-
isopropanol and diesel-ethanol mixtures in a CRDI engine at variable speed and 
loads. Isopropanol was added to the diesel at a proportion of 15% by volume. When 
the performance test results were examined, it was stated that the fuel consumption 
worsened with the addition of alcohol to the diesel. Moreover, it has been reported 
that higher HC, CO, and NOx values are obtained compared to diesel fuel. Liu et 
al. [26] examined the impacts of isopropanol utilization as an ingredient on the 
performance and pollutants of a CI engine for varying spray timings. isopropanol 
and diesel fuel were blended and the mixtures contained 5%, 10%, 15%, and 20% 
alcohol. The results indicated that fuel consumption deteriorated with the increment 
in the isopropanol substitution ratio at the same working conditions. In addition, the 
in-cylinder pressure and heat release rate increased, and the combustion period was 
shortened. Compared to diesel fuel, NOx and HC values increased with isopropanol 
substitution. On the other hand, a decline in smoke values was observed as the 
spraying time was significantly delayed. Hazar and Uyar [27] focused on the impacts 
of isopropanol-diesel mixtures on performance and pollutants at varying loads and 
constant speed. They prepared the isopropanol-diesel mixtures involving 2%, 8%, 
12%, and 18% by volume. In the paper, it was stated that isopropanol worsened fuel 
consumption and NOx pollutants. Otherwise, smoke values were reported to have 
improved. 

USE OF ISOBUTANOL IN DIESEL ENGINES
Isobutanol has the ability to be produced from biomass or fossil sources. Since 

isobutanol can be produced from biomass sources, it has unlimited raw materials 
and can be considered as a renewable fuel. In diesel-alcohol mixtures, if there is 
water in the mixture, this causes phase separation problem. The water affinity of 
isobutanol is lower than other alcohols and it has the ability to solve this problem. 
In the literature, there are studies on diesel-isobutanol mixtures. Karabektas and 
Hosoz [28] analysed the suitability of isopropanol-diesel mixtures. In addition, 
the performance and pollutant properties of these mixtures were investigated. 
Isobutanol was used in different ratios (between 5% and 20% in 5% increments) by 
volume. Experiments were carried out under full load, at different engine speeds in 
a direct injection, naturally aspirated CI engine. When the results were examined, 
it was determined that the engine power decreased, and the fuel consumption 
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worsened with the addition of isobutanol. Similarly, the thermal efficiency worsened 
compared to pure diesel. Emission results showed that CO and NOx improved, while 
HC emissions worsened. Gu et al. [29] focused on the impact of isobutanol and 
nbutanol additives on pollutants and performance parameters in a CI engine. In this 
paper, 100% diesel, %85 diesel+%15isobutanol, %70 diesel+%30 isobutanol, %85 
diesel+%15 nbutanol, and %70 diesel+%30 nbutanol mixtures are examined. The 
experiment tests were practiced under constant low engine speed conditions, low 
and medium loads, various injection times, and different EGR rates. Experiment 
results showed a significant improvement in soot emissions when butanol (iso or n) 
was substituted for diesel.  

USE OF DIETHYL ETHER IN DIESEL ENGINES
Diethyl-ether has higher vaporability than other alcohol additives and consists of 

an ordinary molecular structure. In addition, it is capable of rapid flammability even 
at low oxygen concentrations. It is colorless and odorless. The oxygen density in its 
content is effective in reducing soot emissions. Diethyl-ether can also be produced 
from biomass-based materials and has unlimited raw materials for its production. 
Considering all these properties, diethyl-ether is an attractive additive [30, 31]. In 
the literature, there are studies on the adjunct of diethyl ether to diesel. Ibrahim [32] 
analyzed the impact of diethyl ether admixture to enhance CI engine performance 
and pollutants. Diethyl ether has been added to diesel fuel at varying rates up to 15% 
by volume. Experiments were practiced in a single cylinder CI engine at various 
loads and constant speed (1500 rpm). The results indicated that the adjunct of diethyl 
ether generally showed an increased performance trend for all loads. Moreover, the 
adjunct of 15% diethyl ether has been informed to enhance the thermal efficiency by 
about 7%. It was stated that a similar improvement occurred in fuel consumption. 
Rakopoulos et al. [33] experimentally analyzed the impacts of adding 8%, 16%, 
and 24% diethyl ether to diesel by volume in a high-speed CI engine. The study 
was carried out under various loads (three different loads) and at 2000 rpm. Results: 
NOx emissions have improved compared to the main fuel. Similarly, CO emissions 
decreased due to the oxygen concentration in diethyl ether. However, HC emissions 
have increased. Smoke emissions tended to decrease significantly. Apart from these, 
as the diethyl ether ratio in diesel fuel increased, fuel consumption increased. As 
a result, they reported that the utilize of diethyl ether in diesel fuel is promising 
in terms of emissions. Banapurmath et al. [34] found that the adjunct of diethyl 
ether to the main (diesel) fuel enhanced engine performance and increased NOx 
emissions and reduced HC, CO, and smoke pollutants. Paul et al. [35] focused on 
the effect of diethyl ether additive in a diesel engine. Diethyl ether was used in two 
different volumetric ratios. Thermal efficiency and NOx emissions improved with 
5% diethyl ether additive by volume. However, increasing the diethyl ether ratio to 
10% worsened the performance.
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USE OF IBE IN DIESEL ENGINE
Nowadays, many researchers are studying the impact of isopropanol-butanol-

ethanol alcohols added to primary fuel (diesel) on performance and pollutants. 
Fei et al. [36] worked the impacts of the adjunct of IBE to diesel and the piston 
coating on combustion performance and emissions. Experiments were carried out 
on 20% by volume mixture of IBE, pure diesel and coated-uncoated pistons at 
varying load conditions. The results showed that coating on the piston improved 
fuel consumption by 5% and 7.3% for pure diesel and IBE20 fuels, respectively. 
It has also been reported that the smoke opacity is significantly reduced. Lee and 
colleagues [37] observed that mixtures of IBE and diesel improved smoke emissions 
in a CI engine. Otherwise, NOx values were reported to deteriorate. Li et al. [38] 
examined the influence of injection applications in an IBE-diesel engine. They 
used a common rail diesel engine in the tests. The IBE was set at 15% and 30% 
by volume, respectively, and administered under various injection strategies. The 
results showed that mixtures containing 30% by volume IBE performed better with 
the double injection application. It was also reported that lower smoke pollutants 
were obtained at both 15% IBE and 30% IBE mixing ratios.

In Table 1, the characteristics of the main fuel (diesel), and additives (ethanol, 
isopropanol, isobutanol and diethyl ether) are given. [2, 17, 28, 32, 39].

Table 1. Characteristics of the main fuel and additives 

Properties/Fuels Diesel
(CxHy)

Ethanol 
(C2H5OH)

Isopropanol
(C3H7OH)

Isobuthanol
(C4H9OH)

Diethyl ether
(C4H10O)

Mole weight ∼194 46 ∼60 ∼74 ∼74
Content of C (weight %) ∼86.1 ∼52 60 ∼65 ∼64.8
Content of H (weight %) ∼13.9 13 ∼13.4 ∼13.5 13.5
O2 content (weight %) 0 ∼35 ∼26.6 ∼21.5 ∼21.7
Intensity (kg/m3) 830-840 ∼791 ∼805 ∼810 ∼715
Cetane value 45-52 ∼9 10-12 <15 100-125
LHV (KJ/kg) ∼42500 ∼26400 ∼30500 ∼33000 ∼36850

MATERIAL AND METHOD
Material
A small CI (compression ignition) engine with a stroke volume of 315 cm3, 

two valves (one intake, one exhaust), and direct injection, was chosen for testing 
different alcohol-blended fuels. In addition, the AD320 model engine is air-cooled 
and works according to the four-stroke principle. Other characteristics of the engine 
are given in table 2. The engine prepared for different alcohol mixture experiments 
is presented in fig. 1.
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Table 2. Technical characteristics of the AD320

Characteristic Value
Bore dia. / cm 7.8
Stroke dia. / cm 6.6
Compression ratio 17.5:1
Max engine torque / Nm 10.5
Max engine torque speed / rpm 1850
Piston bowl chamber Re-entrant bowl

Different alcohol mixture experiments were implemented in the automotive 
workshop of Karamanoğlu Mehmetbey University Technical Sciences Vocational 
School with 50 kW engine power and 157 Nm braking torque to evaluate 
performance. The dynamometer to control the engine for different alcohol mixture 
experiments is presented in figure 2.

Figure 1. Engine used for different alcohol mixture experiments.

Engine control was provided remotely (via a computer) through local software. 
The measurement was carried out by adjusting the motor, the desired torque, and the 
speed via the software. Engine accelerator operation was carried out by means of a 
remote-controlled accelerator pedal.
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Figure 2. Dynamometer view.

Engine fuel consumption values were evaluated with a precision balance which 
has a sensitivity of 1%. One-minute periods were kept for measurement. The 
precision balance electronic screen was photographed and recorded for each minute. 
Figure 3 shows the fuel consumption measurement system.

Figure 3. Fuel consumption measurement view.

NO emission and smoke opacity were measured with Bosch brand BEA70 and 
BEA60 model devices, respectively.
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METHOD
The study was practiced in four cases. The first case was performed with diesel 

fuel. Then, in the second case, isopropanol, isobutanol, and ethanol alcohols were 
added to the diesel fuel, and their tests were conducted. In the third and fourth 
cases, diethyl ether was added to the diesel-alcohol fuel mixture. The fuel mixture 
ratios used in the experiments are given in Table 3. Performance and emission data 
obtained in all tests were compared with each other. Table 4 shows the experimental 
test matrix.

Table 3. The fuel mixture ratios used in the experiments.

Test Fuels Volumetric ratio (%, v/v)
Diesel Isopropanol Isobutanol Ethanol Diethyl ether

Diesel 100 - - - -
Mix 1 85 5 5 5 -
Mix 2 82.5 5 5 5 2.5
Mix 3 80 5 5 5 5

Table 4. Test matrix.

Experiment Fuel Load (Nm) Engine speed 
(rpm)

Injection timing 
(CAD)

Injection pressure 
(MPa)

Case 1 Diesel 3 and 6 
Nm

1500

340 21-22

2000
2500
3000

Case 2 Mix-1 3 and 6 
Nm

1500
2000
2500
3000

Case 3 Mix-2 3 and 6 
Nm

1500
2000
2500
3000

Case 4 Mix-3 3 and 6 
Nm

1500
2000
2500
3000

RESULTS
Diesel, IBE-Diesel, and IBE-Diesel-DEE mixtures (diesel, mix-1, mix-2, and 

mix-3) were performed at varying loads (3 and 6 Nm) and at varying engine speeds 
(1500, 2000, 2500 and 3000 rpm). Experiments continued with diesel first, then 
continued mix 1, mix 2, and mix 3 blends. For each experiment, the engine oil 
temperature was expected to be around 75 °C due to stable operating conditions.
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PERFORMANCE ANALYSIS
Fig. 4 presents the variance in specific fuel consumption for certain engine loads 

for diesel, mix-1, mix-2, and mix-3 fuels. Generally, the lowest fuel consumption 
values for all fuels were obtained with diesel. It is clear that when alcohol is added 
to diesel, the specific fuel consumption increases. Especially at low loads, the 
in-cylinder temperature is low and this causes unstable combustion. Low lower 
calorific value and high oxygen content of alcoholic fuels can cause the in-cylinder 
temperature to drop further. This may result in more unstable combustion. Also, the 
lower calorific values of mix-1, mix-2, and mix-3 result in more fuel injection. Thus, 
the fuel consumption rate is increased. Fuel consumption decreased for all fuels as 
the engine load increased from 3 Nm to 6 Nm. High engine loads result in higher 
in-cylinder temperatures. Thus, the combustion develops a little more. Compared 
to diesel at 3 Nm load, the brake specific fuel consumption of mix-1, mix-2, and 
mix-3 showed an average increase of approximately 14.4%, 10.3%, and 6.8%, 
respectively. Compared to diesel at 6 Nm load, the brake specific fuel consumption 
of mix-1, mix-2, and mix-3 showed an average increase of approximately 2.3%, 
2.6%, and 1.6%, respectively. The adjunct of diethyl ether appears to slightly reduce 
the high fuel consumption of the alcoholic mixture. This is probably owing to the 
high cetane number in diethyl ether.
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Figure 4. BSFC variations of diesel, mix-1, mix-2, and mix-3 under varying engine speed conditions.

Figure 5 presents the variation in thermal efficiency for certain engine loads for 
diesel, mix-1, mix-2, and mix-3 fuels. At 3 Nm engine load, the highest thermal 
efficiency for diesel, mix-1, mix-2 and mix-3 fuels was obtained with diesel fuel. 
Improved combustion of diesel fuel compared to alcoholic blends at low loads 
resulted in higher thermal efficiency. Low in-cylinder temperature and high oxygen 
content may have caused combustion to be more unstable. It was observed that 
the thermal efficiency of diesel-alcohol mixtures increased slightly compared to 
diesel at 6 Nm engine load. The lower calorific value of alcoholic fuels may have 
been effective in slightly increasing the calorific value. Considering the ratio of 
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engine power to total fuel energy, the lower calorific value of alcohol mixtured fuels 
resulted in higher thermal efficiency. The highest thermal efficiency was obtained 
with mix-3 fuel at 6 Nm engine load. High cetane number can be considered to be 
effective on thermal efficiency as it improves ignition. Compared to diesel at 6 Nm 
load, the thermal efficiency of mix-1, mix-2, and mix-3 showed an average increase 
of approximately 0.9%, 2.35%, and 3.65%, respectively.
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Figure 5. Thermal efficiency variations of diesel, mix-1, mix-2, and mix-3 under different engine 
speed conditions.

EMISSION ANALYSIS
Fig. 6 presents the variation in NO pollutants for certain engine loads for diesel, 

mix-1, mix-2, and mix-3 fuels. Higher engine load conditions require more fuel 
injection into the cylinder. This causes an increase in the in-cylinder temperature 
as it will provide more fuel energy. NO emissions are also likely to increase in 
conditions of high temperature and oxygen content [40]. As seen in Figure 6, NO 
emissions decreased with increasing speed. The main reason for this can be shown 
that complete combustion does not occur at high revs. As engine speed increases, 
having a shorter time to burn may reduce the likelihood of complete combustion. 
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The highest NO values at all speeds and load conditions were obtained with diesel 
fuel. The more complete combustion of diesel at high revs compared to other fuels 
may have increased the in-cylinder temperature. This situation resulted in higher 
NO values.
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Figure 6. NO variations of diesel, mix-1, mix-2, and mix-3 under varying engine speed conditions.

Compared to diesel at 3 Nm load, the NO values   of mix-1, mix-2 and mix-3 
showed an average decrease of approximately 12.9%, 15.3%, and 17%, respectively. 
Compared to diesel at 6 Nm load, the NO values   of mix-1, mix-2 and mix-3 showed 
an average decrease of approximately 11.6%, 14.6% and 16.3%, respectively. 



206 INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

1500 2000 2500 3000
0.0

0.5

1.0

1.5

2.0

2.5

3.0

S
m

ok
e 

O
pa

ci
ty

 (m
-1

)

Engine speed (rpm)

 Diesel
 Mix-1
 Mix-2
 Mix-3

3 Nm

1500 2000 2500 3000
0.0

0.5

1.0

1.5

2.0

2.5

3.0

S
m

ok
e 

O
pa

ci
ty

 (m
-1

)

Engine speed (rpm)

 Diesel
 Mix-1
 Mix-2
 Mix-3

6 Nm

Figure 7. Smoke opacity variations of diesel, mix-1, mix-2, and mix-3 under varying engine speed 
conditions.

Fig. 7 presents the variation in smoke pollutants for certain engine loads for 
diesel, mix-1, mix-2, and mix-3 fuels. The highest smoke values   at all speeds and 
load conditions were obtained with diesel fuel. Lack of oxygen in diesel fuel and 
insufficient oxygen level for combustion in rich mixture zones may have increased 
smoke emissions. The oxygen content of alcoholic fuels can be effective in improving 
smoke emissions. Thanks to the higher oxygen level of Mix-3, less smoke emission 
has been achieved. Compared to diesel at 3 Nm load, the smoke values   of mix-1, 
mix-2 and mix-3 showed an average decrease of approximately 18.24%, 20.8%, and 
23.2%, respectively. Compared to diesel at 6 Nm load, the smoke values   of mix-1, 
mix-2 and mix-3 showed an average decrease of approximately 16.7%, 19.5%, and 
22.3%, respectively.
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INVESTIGATION OF TRIBOLOGICAL BEHAVIOR FOR SUNFLOWER OIL AS A 
BIOLUBRICANT IN INTERNAL COMBUSTION ENGINE-REVIEW STUDY

Omar AL-HADEETHI1, A. Engin ÖZÇELİK2, M. Turan DEMİRCİ3

INTRODUCTION
Several researchers around the world aims to optimize the environmental and 

enhances machines efficiency by utilizing lightweight materials, recirculation 
exhaust gases, uses less harmful fuel to optimize the combustion quality. Energy 
consumption in worldwide increasing significantly day by day, Figure 1 demonstrate 
Energy consumption in worldwide. Fossil fuel considered main Energy sources and 
burning it with large quantities can be contribute in earth warming because it emits 
harmful gases [1] and increased the possibility for fossil fuel depletion[2]. Several 
studies have reported an energy consumption rate of about 53% by 2030 generating 
concerns in governments [3]. 

Figure 1: Energy consumption in worldwide [4]

Moreover, emissions produced from fossil fuels  through burning have damaging 
effect on the environment, and living things [4-5]. 

Several researchers worldwide aim to optimize the environment and enhance 
machines’ efficiency by utilizing lightweight materials, recirculation exhaust gases, 
and less harmful fuel to optimize combustion quality. Lubrication process defines 
as the process that employed lubricants fluid between two friction surfaces. Major 
1 Selcuk University,Technology Faculty,Mechanical Engineering Department, Konya, TURKEY
2  Selcuk University,Technology Faculty, Mechanical Engineering Department, Konya, TURKEY
3  Selcuk University,Technology Faculty,Mechanical Engineering Department, Konya, TURKEY
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role of the lubricant fluid is to reduce the friction force and wear between two 
moving parts. The main function of the lubrications process is prevented heat losses 
produced due to contact moving parts, reduce corrosion, reduce, acts as an insulator 
in the electric transformer, and, lubricant fluid contributes to dust, dirt cleaning. For 
a long period, traditional oils derived from fossil fuel has been utilized in automotive 
engine, but their limitation by low availability of fossil fuel, moreover using 
traditional oils derived from fossil fuel has a damaging effect on the environment 
and human health. fossil fuel depletion increases fossil fuel prices and improves 
the environmental quality, all these concerns pay to innovate worldwide to search 
for alternative solutions to reduce environmental degradation and increase fossil 
fuel price concerns. Bio lubricants, alternative, renewable, sustainable, non-edible, 
non-toxic. Bio lubricants may be gradually replaced traditional lubricant derived 
from fossil fuel in near future. Figure 3 (a) showing the Geographical representation 
of-Sunflower growing regions. Figure 3 (b) showed virous kind of bio lubricant 
consumption in the worldwide [6-7-8]. Bio lubricants derived from vegetable oil 
characterized by high lubricity properties, rise in the flash point, low volatility, and 
rise in the viscosity. Long chain of fatty acid and polar compounds in the chemical 
structure made bio lubricants a proper alternative solution to traditional oil due to 
high lubricity properties. Table 1 describing a chemical composition of fatty acid 
of sunflower oil. In the last decades, selection of lubrication or fuel or any fluid 
used in the manufactory proses is based on their costs and doesn’t pay any attention 
to environmental issues. But nowadays, environmental issues, become the most 
significant concerns worldwide, on the other hand, increases fossil fuel prices and 
increase the possibility of fossil fuel depletion. All these reasons paid researchers 
to develop bio alternative sources to decrease the dependence on fossil fuel, bio 
lubricants can be obtained from edible and non-edible oil sources such as (jojoba, 
soybean, canola, palm, rapeseed, Sunflower oilseed, and jatropha, etc.). Sunflower 
oilseeds are renewable plants. Sunflower oilseeds consist of saturated fatty acid with 
portion 15%, and unsaturated fatty acid with portion 85%. Sunflower oil grows in 
various kinds of soil and not needed special equipment’s Sunflower oil contains a 
red flower, or orange flower as can be snowed in Figure 2. 

Sunflower oil extracted by pressing on Sunflower seeds. Sunflower oil considered 
an important sources feedstock for vegetable oil in the worldwide [10]. Main 
challenge toward sunflower oil marketing is low thermal stability; these features 
depend on the unsaturated fatty acid concertation. In last decades, farmers succeed 
in overcome on the low thermal stability problems by Sunflower oil chemical 
modification. Unique properties of Sunflower oil made them a desirable kind of 
vegetable oil to operate efficiently in internal combustion engine as a lubricant 
due to a long chain of fatty acids that is combined with the material surface to 
produce a thin layer (metallic soap layer). Sunflower oil have a good anti- wear 
properties than conventional oil [11]. Sunflower oil has importance in manufactory 
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and automotive usage. Sunflower oil  has several benefits like availability, low cost, 
renewable and sustainability, eco-friendly, biodegradable, zero emissions, and high 
resistance to various diseases [12]. Sunflower oil are drought and resist for salt 
plant [11]. Table 2 summarizes the Physical characteristics of Sunflower oil. This 
study reviews the physicochemical properties of Sunflower oil, also summarize the 
chemicals modifications as adding Nanoparticle to Sunflowers oil, and investigated 
tribological characteristics of Sunflower oil when using it in internal combustions 
engine as Bio lubricant to reduce friction and wear between moving parts. Desirable 
properties of Sunflower oil are affected on wear rate in internal combustion engine 
by various factors such as followings 

•	 Wear in the engine’s parts (Lubrication, Viscosity, Carbon deposed.
•	 Exhaust gases quality, easy operation, quality of ignition, Calorific value)
•	 Low-temperature properties (Pour point, Cloud point)
•	 Properties including storage and transport (Oxidative stability, Flash point).

Figure 2: Sunflower plant [13]
Table 1. Chemical composition of fatty acid of various Bio lubricants [14]

Fatty acid % Palm oil Soybean oil Sunflower oil
Myristic acid 
[C 14:0] 1.5 - -
Palmitic acid [C 16:0] 43 11 2.5
Palmitoleic acid C 16:1 - Trace Trace 
Stearic acid
[C 18:0] 5 4.5 2
Oleic acid
[C 18:1] 40 23 89.5
Linoleic acid
[C 18:2] 10 55 6
linolenic acid
[C 18:3] - Trace 0

a) 
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                                  a)                                                                                    b)
Figure 3 a): Geographical representation of-Sunflower growing regions [14].b): Various kind of bio 

lubricant consumption in the worldwide [15]

PHYSICAL CHARACTERISTICS OF SUNFLOWER OIL
The physical characteristics obtained from sunflower seed oils are affected 

by many aspects, including the status of raw materials, chemical composition of 
sunflower seeds, long fatty acids chain present in sunflower oil, manner in which 
sunflower oils are refined, and the method of production of sunflower oils.

Oxidative stability: Oxidative stability define as resistance of edible oil to 
oxidation during storage. Quality and effectiveness of lubricants affected strongly by 
Oxidative stability. There are two main kinds of lubricants oxidation, autoxidation 
and photosensitized oxidation responsible to lubricants oxidation. Oxidation takes 
places through chemical reaction between fatty acid methyl ester and air resulting 
in Biolubricants oxidization. Biolubricants acidification can be affected the bio-
lubricants quality. Chemical changing resistance to store which take placing for bio 
lubricant during store through long time. Main reasons for the bio lubricant poor 
stability and oxifacation are the exposed to air and sunlight directly. Dual bonds 
of the unsaturated fatty acids for methyl ester exposed to acidification. In reality, 
structure of fatty acid evaluated the oxidative stability of sunflower oil. Sunflower 
oil rich to polyunsaturated fatty acid (PUFAs) in chemical structure has a lower 
oxidative stability than sunflower oil contains monounsaturated fatty acid (MUFAs). 
Oxidative stability of sunflower oil decreased with increasing in double bonds of 
the carbon in chemical structure. Adding anti-oxidifacation for bio lubricant to 
improve oxidative stability. Generally, oxidative stability of the Sunflower oil is 8 
hours based on the EN14214 standard. In internal combustion engine, through the 
combustion in engine, engine lubricating oil forms a layer to prevent wear between 
engine parts, for this reason, engine oil undergoes physical and chemical changing 
resulting in oxidation in oil [13-14-15-16]. 

Viscosity: high viscosity of bio lubricants is considered the main problem in the 
use of bio lubricants as pure oils in an automobile engine, for these reasons, large 
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number of researchers have made efforts to reduce the viscosity of biolubricants to 
develop the features of biolubricants and found that esterification reactions is the 
best way to decrease the viscosity of biolubricants. Briefly, esterification reactions 
are chemical reaction between carboxylic acid (RCOOH) with alcohol (ROH) to 
produce ester (RCOOR) and water. As can be shown in the Figure 5. Viscosity of 
sunflower oil is decreased about five times through esterification reactions  [20]. 
Esterification reaction are most commonly used way to reducing biolubricants 
viscosity.

Figure 5: Esterification chemical reaction [21]
Ester content: feature of Ester content for Sunflower oil determines the purity 

of Sunflower oil, this feature maybe change based on the feedstock of Sunflower oil 
production. Gas chromatography (GC) devise mostly utilized to evaluate the ester 
content for Sunflower oil. In the Sunflower oil ester contain must be 96.5% based 
on the EN14214 standard. Sunflower oil ester contain lower than 96% maybe result 
in undesirable reaction conditions or form different Contamination in Sunflower 
oil, sterol, alcohols, glyceride, and non-decomposable glycerol, all these unwanted 
results can be removed by distillation process [13-14].

Viscosity index: viscosity index of bio lubricant evaluated the viscosity change 
with temperature differences. always measured from viscosity measured at 40 ℃ or 
100 ℃. Increasing in viscosity index indicates to reducing in temperature impact.

Flash point: Flash point is the low temperature of the lubricants measured at a 
pressure of 1 bar, which is equivalent to 101.3 KPa, as it causes the evaporation of 
the oil. The flash point determines the risks as it limits the flammability.

Pour point: The pour point is the low temperature at which the biollubricant 
flows hardly, especially under cold climates operating conditions. Viscosity of 
Biolubricants affected strongly by temperatures and pressures Figure 9 shows 
the variation of sunflower oil and mineral oil with Temperature [22]. (Lemuel M. 
Diamante et al 2014) experimental studies the effect of higher shear rate (64 to 4835 
s-1) on absolute viscosities of different vegetable oil at different temperature (26℃ 
to 90℃), using a Lamy Viscometer RM100, rotating viscometer with C-coaxial 
cylinder. Results have been showed, all the vegetable oil have a characteristic of 
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Newtonian fluid. Race bran oil was highly viscos between other kinds of oil (0.0389 
Pa.s at 38 ℃), Walnut oil was a lower viscos (0.0296 Pa.s at 38 ℃). Kinematic 
viscosity of Sunflower oil at 40 ℃ (32.50 mm2/s) also the absolute viscosity of 
different vegetable oil kinds decreases with increasing temperature. Sunflower oil 
have a highest activation energy. Table 4 chemical modification of sunflower oil 
ways [23].

Density: density of any fluids can be defined as mass substance to unit volume, 
density is an important property which is limited the qualities of lubricant, density 
of lubricants aground 0.85-0.90 g/cm3 at the 15℃ temperatures based on EN14214 
standard [24]. Density of Sunflower oil affected by various aspects like quantities 
of fatty acid, purity of oil, and, feedstock structures. Generally, density of bio-
lubricants considered higher than density of lubricant derived from fossil fuel. 
Density of Sunflower oil can be increasing by reduced the fatty acid chain long, 
and increases double bonds, on other hand, the high lubricants density means high 
Lubricants energy contained and can be resistance to wear efficiently [18]. High 
density of sunflower oil is an important indication to high glycerol contains and 
cannot remove it completely through esterification reaction. Adding nanoparticle 
to sunflower oil can be improve the tribological properties of bio lubricants [25].  
(Vicente Cortes et al, 2020) experimentally studied the effect of adding Silicon 
dioxide SiO2, and Titanium dioxide TiO2 nanoparticles as additives to sunflowers 
oil, on tribological characteristics and rheological properties. Parallels plat 
“rheometer” used to determine the effect of concentrations and shear rate on the 
shear viscosity. experiments results showed the coefficient of friction decrease with 
additions silicon dioxide SiO2 about 77%, also, coefficient of friction decrease with 
additions Titanium dioxide TiO2 to sunflowers oil about 93% [38].(Abdulmunem 
R.Abdulmunem, et al 2018) experimentally investigated the effects of depression 
of MWCNT on sunflower oil and using it as lubricant with three concentration ratio 
0.1, 0.2, 0.3%, using in experiments four stroke single cylinder diesel engine under 
different test conditions engine speed, and engine load. 

Results showed the using non-edible sunflowers oil can be reduces the specific 
fuel consumption 6%, and reduces cylinders surfaces temperatures of internal 
combustion engine about 4%, and increases in brake thermal efficiencies of engines 
7%. Adding of MWCNT on sunflower oil shows an improvement in engines 
performances and reduction in specific fuel consumption around (10,13,17%), also 
showed reduction in cylinders surface temperatures (8, 12, 16%) [25-26].
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Table 2 : Physical-Chemical properties of sunflower oil [27]

Properties Values 

Iodine value (g of I2/100g) 142.3
Acid value (mg KOH/g) 0.22
Saponification value (mg KOH/g) 16.69
Flash point (℃) 212
Pour point (℃) 11
Density at 15 ℃ (kg/m3) 923
Kinematic viscosity 40 ℃ (mm2/s) 32.50
Viscosity index 100
Cloud point ℃ -4
Water content (mg/kg) 417.69
Pour point ℃ -18
Boiling point (℃) 300-600
PH 5

SUNFLOWER OIL APPLICATIONS 
Biolubricants are derived from edible and non-edible oil like (jojoba oil, soybean 

oil, canola oil, palm oil, rapeseed oil, Sunflower oil, and jatropha oil). Sunflower 
oil extracted by pressing on Sunflower seeds. Sunflower seeds renewable plants, 
Sunflower oil consist of saturated fatty acid 15%, and unsaturated fatty acid 85%. 
Sunflower oil grows in various kinds of soil and not needed special equipment’s 
Sunflower oil contains a red flower, or orange flowers. 

Sunflower oil considered an important sources feedstock for vegetable oil in 
the worldwide [10]. Main challenge toward sunflower oil marketing is low thermal 
stability; these features depend on the unsaturated fatty acid concertation. In last 
decades, farmers succeed in overcome on the low thermal stability problems by 
Sunflower oil chemical modification. Unique characteristics of Sunflower oil made 
them a desirable kind of vegetable oil to operate efficiently in internal combustion 
engine as a lubricant due to a long chain of fatty acids that is combined with the 
material surface to produce a thin layer (metallic soap layer), Sunflower oil have a 
good anti- wear properties than conventional oil [11]. Superior characteristics of 
sunflower oil as low toxicity and environmental benefits made them have a wide 
applications of bio lubricants in the automotive. bio lubricants applications in the 
automotive in various ways such as gear oil, wheel bearing grease, brake fluid, 
string fluid, engine oil, transmission fluid, gearbox oil, lubricant oil for two-stroke 
engines, hydraulic turbine fluid, grease, and compressor oil as can be seen in Figure 
6.
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Figure 6 : Several applications of bio lubricants in the automotive [30]

SUNFLOWER OIL ADVANTAGES AND DISADVANTAGES
Sunflower oil contains 10% of the oxygen that makes Sunflower oil with proper 

tribological properties. Sunflower oil uses as bio lubricant can reduce harmful 
emissions to 78% compared with traditional oil. Sunflower oil is renewable, 
biodegradable, non-toxic, non-flammable, eco-friendly, with a high flash point, and 
low volatility, high viscosity index and doesn’t contain sulfur and aromatic contain 
these features make it an ideal lubricant. Sunflower oil reduces particle matter 
contains in the environment, therefore it contributed to air pollution. Sunflower oil 
production can be performed easily, cheapest, and doesn’t require special equipment. 
Sunflower oil has superior lubricity properties in internal combustion engines that 
reduced engine wear thereby improving the internal combustion engine’s efficiency, 
Sunflower oil has the ability to combine with nanoparticle additives. Main 
drawbacks of Sunflower oil used as lubricating internal combustion Engines are low 
thermo-oxidative stability and high freezing point in spite of sunflower oil derived 
from vegetable oil, have some demerits like high raw material cost, low cold flow 
properties through working under cold climate conditions, poor evaporation, low 
pour point, very long chain of fatty acid leading to lower temperature characteristics 
, excessive long fatty acid leading to lower in oxidative stability, various studies have 
been reported that transesterification reaction most proper solution to optimizing the 
low oxidate stability of sunflower oil. Also, to produce more quantities of sunflower 
oil there is a need to enhance the sunflower oil viscosity. oil viscosity is considered 
the main factor in determining the coefficient of friction between two moving parts 
as its works to form a thin protective film between two friction surfaces. Table 5 
sunflower oil advantages and their benefits [29-30].
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Table 5: Sunflower oil advantages and their benefits [29-30]

Sunflower oil advantages Application 

High lubricity Reduces friction losses thereby saving energy from 5% 
to 15%

High viscosity index More stability at high operation temperature 250 ℃ and 
above

Sunflower oil have low volatility Reduces exhaust gases emission 
Sunflower oil have high flash point These features provide more safety during storage
Sunflower oil have oil mist reduction These features provide less inhalation of vapor 
Quick biodegradable Reduces the toxicity in the exhaust emissions gases
Sunflower oil have high detergency Remove the use of detergent as lubricant additive
High boiling temperature Reduces exhaust emissions gases
Low Sulphur content Decrease the toxity in the exhaust gases
Sunflower oil have high heat content Improve combustion efficiency

TRIBOLOGICAL BEHAVIOR OF SUNFLOWER OILS IN INTERNAL 
COMBUSTION ENGINE
Sunflower oils have higher tribological characteristics than conventional oils, 

reason beyond that, sunflower oils contain long chains of unsaturated fatty acids, 
they combine with metal surfaces to form a thin layer (metallic soap layer). Various 
researchers carried out an experiment on sunflower oils as lubrication in internal 
combustion engines.  (Abdulmunem et al, 2019) studied a difference between the 
conventional oil and sunflower in internal combustion engines as lubrication, for 
various properties, like the difference between the conventional oil and sunflower 
in coefficient of (coefficient of friction and engine load, engine torque and brake 
thermal efficiency, and lubricant viscosity and operation temperature, Variation of 
cylinder temperature with time). They conducted: When the loads are increased, 
the coefficient of friction increases as shown in Figure 13 that means more loads 
generated more mechanical power losses, as shown in the equations 

(1-2-3-4-5) the change in the coefficient of friction with the applied loads can be 
calculated easily [28]. In the current century, dispersing a nanoparticle in vegetable 
oils is considered a new pathway to improve the tribological behavior to rise the 
efficiency of the machine as an internal combustion engine. several studies have 
reported that dispersing a nanoparticle in vegetable oils improves the tribological 
behavior of the internal combustion engine as can be seen in Table 6, tribological 
performance of Nanoparticle dispersed in bio lubricants have four main mechanisms 
as can be seen in Figure 7 [30-31-32-33]. Rolling effect where small spherical 
nanoparticle roll between friction surface material to change sliding friction into 
rolling friction. Polishing effect where nanoparticle contribute in surface polishing 
thereby reduce the friction surface material roughness.
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Figure 7 : Four main mechanisms to improve the tribological performance of bio lubricant through 
dispersing nanoparticle in bio lubricant a) rolling effect, b) polish effect, c) mending effect, d) protective 

film formation [30-31-32-33].

(Le Gong et al, 2015) experimentally studied the tribological characteristics 
of Graphite Nanoparticles dispersed in sunflower oil with varying concentrations. 
Experiment study investigated the tribological characteristics using a pin-on-disk 
Tribometer to determine coefficient of friction and wear rate. Results showed 
the tribological characteristics of Graphite Nanoparticles dispersed in sunflower 
oil with various concentrations decreasing the coefficient of friction by 53% and 
decreasing the wear rate by 11%. Also noted an increase in graphite nanoparticles 
contributed in decrease the coefficient of friction and wear rate. Rational reasons for 
these improvements in the tribological characteristics  of Graphite Nanoparticles 
dispersed in sunflower oil are Graphite Nanoparticles able to form the physical 
oil film between friction surfaces as can be seen in Figure 8 [37]. (Sayeed et all, 
2022) experimentally studied the tribological behavior of environmentally eco-
friendly Halloysite Nanotube particles dispersed in sunflower oil with various 
concentrations of 1.5 wt.%. 0.05wt.%, under various pressure operation conditions 
(high-pressure operation conditions-low-pressure operation conditions). Experiment 
study investigated the tribological characteristics using a block on ring tribometer 
to determine the coefficient of friction and wear rate. results showed the tribological 
behavior of environmentally-eco-friendly halloysite nanotube particles dispersed in 
sunflower oil with different concentrations of 1.5 wt.% at low-pressure operation 
conditions decreasing coefficient of friction by 29%, wear rate by 70%. tribological 
behavior of environmentally-eco-friendly halloysite nanotube particles dispersed in 
sunflower oil with different concentrations of 0.05 wt.% at high-pressure operation 
conditions decreasing coefficient of friction by 55%, wear rate by 56% as can be 
seen in Figure 8 [38].
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Figure 8 : Variation of friction coefficient with friction time using different lubrication [37]

(Omrani et al, 2021) experimentally studied the tribological properties 
of Graphite nanoparticles (GNP), dispersed in Vegetable oil with different 
concentrations. experiment study investigated the tribological behavior utilizing 
pin-on-disk tribometer to determine the coefficient of friction and wear rate. Results 
showed the tribological behavior of graphite nanoparticles (GNP), dispersed in 
Vegetable oil  decreasing the coefficient of friction by 84% as can be seen in Figure 
11 [39].  (Baskar et al, 2015) experimentally studied the tribological characteristics 
of CuO, WS2, and TiO2 nanoparticles dispersed in rapeseed oil with various 
concentrations. experiment study investigated the tribological behavior using a 
four-ball tribometer to determine the coefficient of friction and wear rate. results 
showed the tribological behavior of CuO, WS2, and TiO2 nanoparticles dispersed in 
rapeseed oil with various concentrations decreasing coefficient of friction, provide 
smoother wear scar, optimized tribological behavior, and higher viscosity than 
mineral oil [40]. (Desaria et al, 2016) experimentally studied the friction behavior 
of CuO, and SiO2 nanoparticles dispersed in Soybean oil and rapeseed with various 
concentrations. Experiment study investigated the lubricating efficiency using a 
standard compression ring tester. Results showed the concentration of nanoparticles 
contributes to a decrease in the coefficient of friction and wear rate. results showed 
the tribological behavior of CuO, and SiO2 nanoparticles dispersed in Soybean oil 
and rapeseed with various concentrations decreasing the coefficient of friction by 
31%. Sunflower oils have a good viscosity compared to conventional oils. Using 
Sunflower oils as a lubricant in internal combustion engines can contribute to 
improving tribological characteristics and reducing friction between moving parts, 
Sunflower oils contribute to improving the thermal efficiency of internal combustion 
engines, The logical reasons beyond that when the friction between moving parts 
decreases, that is means the power losses will decrease, thereby results in an increase 
in the Brake thermal efficiency and engine torque of the internal combustion engines, 
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as shown by equation No. (1). Figure 13, Figure 14, Figure 15, Figure 16 shows the 
effect of internal combustion engine cylinder temperature during 360 minutes of 
continuous operation. Cylinder temperature was monitored for the first 90 minutes, 
where mineral oils were compared with sunflower oils. It was noticed that the 
cylinder temperature decreased when using sunflower oils as oils. Lubrication in 
internal combustion engines due to the friction between the moving parts in internal 
combustion engines.  The effect of the operating temperature of internal combustion 
engines on the emission rates of carbon dioxide, carbon monoxide, nitrogen oxides, 
and hydrocarbons when the engine is Lubricated with Sunflower oils. Also, was 
noticed that increasing the speed of internal combustion engines leads to an increase 
in the percentage of Carbon dioxide emissions, Carbon monoxide.

B.P =                                                 (1)

ξbth =                                                            (2)

mf=                                                                            (3)

µ=                                              (4)

ℳ = F/N                                             (5)
Where: 
B.P: brake power of internal combustion engine (kW),
N: speed of internal combustion engine, 
T: torque of internal combustion engine,  
ξbth: brake thermal efficiency of the internal combustion engine, 
 Cv: Calorific value of the fuel used in an internal combustion engine (KJ/Kg),
mf: rate of fuel consumption in an internal combustion engine (Kg/sec), 
Vf: volume of fuel (m3) 
tb: time required to consumed fuel(sec), 
W: load (kg), the distance between the axis of rotation and center of the contact 

the surface on the Lowe balls [9-24].  

Figure 10 : Variation of friction coefficient with friction time of sunflower oil with a) (SiO2), b) 
(TiO2) [41]
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Figure 11: Variation friction coefficient with different concentration of sunflower oil and sunflower 
oil nanoparticle [39]  

Figure 12 :  Variation of friction coefficient with engine load [11]

Figure 13 : Variation of cylinder temperature with time [28]
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Figure 14 : Variation of friction coefficient with different graphite concertation of                   
nanoparticle GNP [39].

Figure 15 : Variation of Brake thermal efficiency and engine torque  [11]

Figure 16 : Variation of lubricants viscosity and engine temperature [28]



223INNOVATIONS AND TECHNOLOGIES IN ENGINEERING

CONCLUSION
Bio lubricants have several benefits like non-toxic, eco-friendly lubricants, zero-

emissions, and degradable, Bio-lubricants considered superior’s solution to 
replace conventional lubricants in future. This paper reviews the physicochemical 
characteristics of Sunflower oil, also summarize the chemicals modifications 
as adding Nanoparticle to Sunflowers oil, and investigated tribological behavior 
of Sunflower oil when using it in Internal combustions engine as Bio lubricant. 
Lubrication process has a vital importance in internal combustions engine because 
it reducing heat in moving parts of engine also it contributed in unwanted heat 
rejecting out of engines. the previous investigation had been founded out utilized the 
Sunflowers oil in internal combustion engine reduced the friction between moving 
parts due to long chain of fatty acids that companies with surfaces and forms a thin 
layer, also adding Nanoparticles as additive can be improves engines efficiency. 
Sunflowers oils have a several advantages to reduce the global warming thereby it 
contributed in environment enhancements.
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INVESTIGATION OF THE EFFECTS OF ETHANOL, ISOPROPANOL, ISOBUTANOL 
AND DIETHYL ETHER ADDITIVES ADDED TO DIESEL FUEL ON ENGINE 

VIBRATION AND NOISE IN A SINGLE CYLINDER COMPRESSION IGNITION 
ENGINE

Murat CINIVIZ1, Nurullah GULTEKIN2, Halil Erdi GULCAN3

INTRODUCTION
The transportation sector, which has been growing rapidly for the last century, 

has increased the use of fossil fuels. Countries that want to reduce their dependence 
on fossil fuels have turned to alternative energy sources. As a result, European 
countries have increased the use of fuels produced from renewable energy sources 
[1,2]. The use of these fuels not only reduces the use of fossil fuels, but also provides 
improvements in performance and emissions. The use of alcohol-type fuels in 
internal combustion engines directly or in a mixture is also economical as it does 
not require any modification on the engine. Therefore, studies examining the use of 
alcohol-diesel mixtures in compression ignition engines have increased in recent 
years [3,4].

Vibration and noise in the engine affect the comfort of the vehicle as well as the 
operating performance of the engine [22]. In addition, international standards bring 
a number of standards to vehicle noise. Since the use of alcohol mixtures in internal 
combustion engines changes the fuel chemistry, it affects the operation of the engine 
[8,9,10]. Therefore, alcohol mixtures affect engine performance and emissions, as 
well as noise and emissions resulting from combustion.

By mixing suitable alcohols with diesel fuel with appropriate mixing ratios and 
using them in compression ignition engines, the vibration and noise level of the 
engine can be reduced. Especially reducing the noise and vibrations created by 
diesel engines will make these vehicles the reason for preference. Because many 
buyers do not prefer diesel engines because they create higher vibration and noise 
compared to gasoline engines [23].

Ethanol is the leading alcohol added to diesel fuel. Ethanol is preferred because 
it contains high oxygen concentration and low sulfur content [5]. Oxygen atoms in 
ethanol can accelerate combustion by reducing the equivalence ratio in the flame 
[6]. Taghizadeh et al [7] compared pure diesel fuel with 5% ethanol added diesel 
1  Selcuk University, Faculty of Technology, Mechanical Engineering Department Konya/Turkey.
2  Karamanoğlu Mehmetbey University, Vocational School of Technical Sciences, Automotive Technology, Karaman/Turkey.
3  Selcuk University, Faculty of Technology, Mechanical Engineering Department Konya/Turkey.
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fuel in their study. In the study, they found that the vibration increased by 4.7% in 
the experiments with ethanol added fuel. Addition of ethanol to diesel fuel provides 
a reduction in emissions. However, the low cetane number of ethanol prevents its 
use in diesel engines [11]. This problem can be avoided by adding diethyl ether 
fuel with a high cetane number. Another problem of adding ethanol to diesel fuel is 
solvent. This problem can be solved by adding isopropanol to the fuel. Isopropanol 
with a long carbon chain can be effective in providing better solubility to the fuel. 
Liu et al [12] found an increase in engine performance and emissions in their tests 
with isopropanol added diesel fuel. In another study parallel to this study; Hazar and 
Uyar [13] carried out a study comparing isopropanol-diesel fuel mixture with pure 
diesel. Fuels containing different isopropanol additions were used in the study. The 
addition of isopropanol increases the specific fuel consumption. It has been found 
to reduce soot emissions.

Isobutanol produced from renewable energy sources can be used by mixing with 
diesel fuel. In the studies, it has been determined that the addition of isobutanol 
is effective in reducing the emission values. He [14] investigated the combustion 
process and performance by adding 10% isobutanol to diesel fuel in his study. In the 
study, it was determined that isobutanol is quite effective in reducing soot emissions 
due to its oxygen content. Yang et al [15], who think that isobutanol can help to 
overcome the environmental and energy crisis, added 10% by volume isobutanol to 
biodiesel fuel in their study. In the study, they determined that there was a 38.5% 
reduction in soot emissions due to the biodiesel ratio. Karabektaş and Hoşöz [16] 
carried out tests by applying a 5-10-15-20% isobutanol mixture to diesel fuel in 
their experimental study. As a result of the study, it was determined that with the 
addition of isobutanol, a decrease in CO and NOX emissions and an increase in HC 
emissions.

When the studies are evaluated in general, there are many studies on the creation 
of mixtures of alcohol mixtures with diesel fuel [17,18,19,20,21]. However, there 
are very few studies examining the effects of alcohol mixtures on the noise and 
vibration of the engine. It is clear that alcohols will be effective in reducing vibration 
and noise emissions. Therefore, this is an issue that needs to be worked on.

In this study, tests were carried out with different fuel mixtures in a single-
cylinder diesel engine. Tests with alcohol mixtures were compared with standard 
diesel fuel and the effect of using alcohol mixtures on engine vibration and noise 
was examined. The main purpose of the study is to reduce vibration and noise values 
by applying alcohol mixtures to diesel fuel.

MATERIAL AND METHOD
Test Engine
The engine used in the tests is the ANTOR AD 320 single-cylinder diesel engine 

shown in Figure 1, and its technical specifications are given in Table 1.
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Figure 1. Test engine

Table 1. Engine specifications

Brand/Model ANTOR / AD 320

Number of cylinders 1

Cylinder volume 315 cm³

Cylinder diameter 78 mm

Stroke 66 mm

Compression ratio 17,5/1

Engine speed 3600 rpm

Max. torque 10,5 @1850 rpm

Crankcase oil capacity 1,2 lt

Injection timing 20 [oCA bTDC] 

Injection pressure 220 [Bar]

Dynamometer
The dynamometer used to measure the torque and power of the engine is the ABB 

brand air-cooled active dynamometer seen in Figure 2. Its technical specifications 
are shown in Table 2.
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Figure 2. Dynamometer
Table 2. Dynamometer technical specifications

Brand/Model ABB/Square body
Rated power (kW) 49,3
Rated speed (rpm) 3000
Rated torque (Nm) 157
Maximum speed (rpm) 7500
Power factor 0,831
Yield (%) 93,6

Velocity measurement was made with a 1024 ppr HTL encoder connected to the 
dynamometer shaft.

Vibration Device
A vibration device was used to measure the oscillation produced by the engine. 

The PCE-VD3 model accelerometer vibration device seen in Figure 3a was used 
to record the data. This device is a miniature data logger with an integrated X, Y, Z 
three-axis acceleration sensor. The built-in sensor in the device can measure within 
±18 measuring range per axis. It measures the total acceleration obtained in three (X, 
Y, Z) axes and in four different acceleration (g) units. All data were automatically 
recorded at a time interval of 500 ms with the computer interface shown in Figure 
3b. Data were recorded over a period of 90 seconds.

(a)                                                                           (b)
Figure 3. Vibration device (a) and computer interface (b)
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The vibration device is mounted on the cylinder head of the engine. As seen in 
Figure 4, the device is fixed in such a way that it does not move independently. The 
device is connected to the computer with a USB cable to save the data it receives.

Figure 4. Connecting the vibrator to the motor

Noise Device
The GERATECH DT 8820 sound level meter shown in Figure 5 was used to 

measure the noise generated during engine operation. Values are determined in 
decibel dB(A). Noise measurements were recorded at a distance of 1.0 meters from 
the noise center in accordance with the ISO 362-1:2007 standard. [24]. The only 
source of noise is the engine as the measurements are made indoors.

Figure 5.  Noise meter
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Test Fuels
The fuels are proportionally mixed. The mixing ratios of the test fuels are given 

in Table 3.
Table 3. The volumetric fractions of the test fuel blends.

Test Fuels

Volumetric fraction (%, v/v)
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D100 100 - - - -
D85E5İP5İB5 85 5 5 5 -
D82.5E5İP5İB5DEE2.5 82.5 5 5 5 2.5
D80E5İP5İB5DEE5 80 5 5 5 5

The physical and chemical properties of the test fuels are given in Table 4.

Table 4. Physical and chemical properties of all test fuels [25,26].

Properties Diesel Ethanol Propanol Isobutanol Diethyl ether

Mol. formula CnHm C2H5OH C3H7OH C4H9OH C4H10O

Mol. wt. (Kg/kmol) 185-212 46.06 60.1 74.1 74,12
Density (kg/m3) 830-840 788 800-805 805-810 713
Cetane num. 45-52 5-15 10-12 - 128
Viscosity at 40oC (m/s2) 0.0027 0,00012 0.0017 0.0022 0.00023

RESULTS
Valuation of Vibration Data
The average vibration values of the engine as a result of the use of standard 

diesel and D85E5IP5IB5 fuel formed with a mixture of 85% diesel, 5% ethanol, 5% 
isopropanol, 5% isobutanol. Figure 6 and Figure 7 It can be seen at.

Figure 6.  Average vibration generated by D100 and D85E5IP5İB5 fuel at 3 Nm load at different 
engine speeds.
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When the average vibration data determined as a result of the tests performed 
with standard diesel and D85E5IP5İB5 fuel at 3 Nm load are evaluated.
	While the average vibration measured with standard diesel fuel at 1500 rpm is 

7.22 g, in the tests performed with D85E5IP5İB5 fuel, the average vibration 
decreased by 24.7% and was determined as 5.44 g.

	While the average vibration measured with standard diesel fuel at 2000 
rpm was 8.51 g, in the tests performed with D85E5IP5İB5 fuel, the average 
vibration decreased by 16.2% and was determined as 7.13 g.

	While the average vibration measured with standard diesel fuel at 2500 
rpm was 9.8 g, in the tests performed with D85E5IP5İB5 fuel, the average 
vibration decreased by 26.7% and was determined as 7.19 g.

	While the average vibration measured with standard diesel fuel at 3000 rpm is 
10.81 g, in the tests performed with D85E5IP5İB5 fuel, the average vibration 
decreased by 3% and was determined as 10.48 g.

Figure 7.  Average vibration generated by D100 and D85E5IP5İB5 fuel at 6 Nm load at different 
engine speeds.

When the average vibration data determined as a result of the tests performed 
with standard diesel and D85E5IP5İB5 fuel at 6 Nm load are evaluated.
	While the average vibration measured with standard diesel fuel at 1500 rpm is 

7.04 g, in the tests performed with D85E5IP5İB5 fuel, the average vibration 
decreased by 10.2% and was determined as 6.32 g.

	While the average vibration measured with standard diesel fuel at 2000 
rpm was 8.61 g, in the tests performed with D85E5IP5İB5 fuel, the average 
vibration was found to be 7.3 g with a decrease of 15.2%.

	While the average vibration measured with standard diesel fuel at 2500 rpm 
was 9.6g, the average vibration was determined to be 7.58g with a decrease 
of 21% in the tests performed with D85E5IP5İB5 fuel.
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	While the average vibration measured with standard diesel fuel at 3000 rpm is 
10.64 g, in the tests performed with D85E5IP5İB5 fuel, the average vibration 
decreased by 1.7% and was determined as 10.46 g.

The average vibration values of the engine as a result of the use of 
D82.5E5IP5İB5DEE2.5 fuel formed with a mixture of standard diesel and 82.5% 
diesel 5% ethanol, 5% isopropanol, 5% isobutanol, 2.5% diethyl ether Figure 8 and 
Figure 9 It can be seen at.

 
Figure 8. Average vibration generated by D100 and D82.5E5İP5İB5DEE2.5 fuel at 3 Nm load at 

different engine speeds.

When the average vibration data determined as a result of the tests performed 
with standard diesel and D82.5E5İP5İB5DEE2.5 fuel at 3 Nm load are evaluated.
	While the average was 7.22 g measured with standard diesel fuel at 1500 rpm, 

it was determined to decrease by an average of 27.4% in the tests performed 
with D82.5E5IP5İB5DEE2.5 fuel.

	While the average was 8.51 g measured with standard diesel fuel at 2000 rpm, 
it was determined as 7.07 g with an average decrease of 16.9% in the tests 
performed with D82.5E5IP5İB5DEE2.5 fuel.

	While the measurement was 9.8g with standard diesel fuel at 2500 rpm, it 
was determined as 7.11g with an average decrease of 27.45% in the tests 
performed with D82.5E5IP5İB5DEE2.5 fuel.

	While the average was 10.81g measured with standard diesel fuel at 3000 
rpm, it was determined to be 10.26g with an average decrease of 5% in the 
tests performed with D82.5E5IP5İB5DEE2.5 fuel.
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Figure 9.  Average vibration generated by D100 and D82.5E5İP5İB5DEE2.5 fuel at 6 Nm load at 
different engine speeds.

When the average vibration data determined as a result of the tests performed 
with standard diesel and D82.5E5İP5İB5DEE2.5   fuel at 6 Nm load are evaluated.
	While the average vibration measured with standard diesel fuel at 1500 rpm is 

7.04 g, in the tests performed with D82.5E5IP5İB5DEE2.5 fuel, the average 
vibration decreased by 11.2% and was determined as 6.25g.

	While the average vibration measured with standard diesel fuel at 2000 rpm is 
8.61 g, in the tests performed with D82.5E5IP5İB5DEE2.5 fuel, the average 
vibration decreased by 16.96% and was determined as 7.15g.

	While the average vibration measured with standard diesel fuel at 2500 rpm 
is 9.6 g, in the tests performed with D82.5E5IP5İB5DEE2.5 fuel, the average 
vibration was found to be 7.32g with a decrease of 23.75%.

	While the average vibration measured with standard diesel fuel at 3000 rpm is 
10.64 g, in the tests performed with D82.5E5IP5İB5DEE2.5 fuel, the average 
vibration decreased by 2.5% and was determined as 10.37g.

The average vibration values of the engine as a result of the use of 
D80E5IP5İB5DEE5 fuel formed with a mixture of standard diesel and 80% diesel, 
5% ethanol, 5% isopropanol, 5% isobutanol, 5% diethyl ether. Figure 10 and Figure 
11 It can be seen at.
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Figure 10.  Average vibration generated by D100 and D80E5İP5İB5DEE5 fuel at 3 Nm load at 
different engine speeds.

When the average vibration data determined as a result of the tests performed 
with standard diesel and D80E5İP5İB5DEE5 fuel at 3 Nm load are evaluated.
	While the average vibration measured with standard diesel fuel at 1500 rpm 

is 7.22 g, in the tests performed with D80E5IP5İB5DEE5 fuel, the average 
vibration decreased by 30.2% and was determined as 5.04 g.

	While the average vibration measured with standard diesel fuel at 2000 rpm 
is 8.51 g, in the tests performed with D80E5IP5İB5DEE5 fuel, the average 
vibration decreased by 20.45% and was determined as 6.77g.

	While the average vibration measured with standard diesel fuel at 2500 rpm 
is 9.8 g, in the tests performed with D80E5IP5İB5DEE5 fuel, the average 
vibration decreased by 29.5% and was determined as 6.91g.

	While the average vibration measured with standard diesel fuel at 3000 rpm 
is 10.81 g, in the tests performed with D80E5IP5İB5DEE5 fuel, the average 
vibration was determined to be 10.13 g, with a decrease of 6.3%.

Figure 11.  Average vibration generated by D100 and D80E5İP5İB5DEE5  fuel at 6 Nm load at 
different engine speeds.
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When the average vibration data determined as a result of the tests performed 
with standard diesel and D80E5İP5İB5DEE5 fuel at 6 Nm load are evaluated.
	While the average vibration measured with standard diesel fuel at 1500 rpm 

is 7.04 g, in the tests performed with D80E5IP5İB5DEE5 fuel, the average 
vibration decreased by 12.8% and was determined as 6.14 g.

	While the average vibration measured with standard diesel fuel at 2000 rpm 
is 8.61 g, in the tests performed with D80E5IP5İB5DEE5 fuel, the average 
vibration decreased by 19.74% and was determined as 6.91g.

	While the average vibration measured with standard diesel fuel at 2500 rpm 
is 9.6 g, in the tests performed with D80E5IP5İB5DEE5 fuel, the average 
vibration was found to be 7.23g with a decrease of 24.68%.

	While the average vibration measured with standard diesel fuel at 3000 rpm 
is 10.64 g, in the tests performed with D80E5IP5İB5DEE5 fuel, the average 
vibration decreased by 5.5% and was determined as 10.06 g.

Comparison of the average vibration data of all test fuels Figure 12 and Figure 
13 It can be seen at.

Figure 12.  Average vibration of all test fuels at 3 Nm load and different speeds.

Considering the average vibration data of the engine as a result of the use of all 
test fuels at 3 Nm load;
	The lowest vibration at 1500 rpm was determined as 5.04g with 

D80E5IP5İB5DEE5 fuel.
	The lowest vibration at 2000 rpm was determined as 6.77g with 

D80E5IP5İB5DEE5 fuel.
	The lowest vibration at 2500 rpm was determined as 6.91g with 

D80E5IP5İB5DEE5 fuel.
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	The lowest vibration at 3000 rpm was determined as 10.13g with 
D80E5IP5İB5DEE5 fuel.

Figure 13.  Average vibration of all test fuels at 6 Nm load and different speeds.

Considering the average vibration data of the engine as a result of the use of all 
test fuels at 6 Nm load;
	The lowest vibration at 1500 rpm was determined as 6.14 g with 

D80E5IP5İB5DEE5 fuel.
	The lowest vibration at 2000 rpm was determined as 6.91g with 

D80E5IP5İB5DEE5 fuel.
	The lowest vibration at 2500 rpm was determined as 7.23g with 

D80E5IP5İB5DEE5 fuel.
	The lowest vibration at 3000 rpm was determined as 10.06 g with 

D80E5IP5İB5DEE5 fuel.
When all data are evaluated, it can be concluded that alcohol mixtures are quite 

effective in reducing vibration values. It was observed that the effect of diethyl ether 
additive was particularly high. It can be concluded that the high cetane number of 
diethyl ether reduces the ignition delay and provides a smoother operation.

Evaluation of Noise Data
Noise values generated by the engine as a result of the use of standard diesel and 

D85E5IP5IB5 fuel, which is formed by a mixture of 85% diesel, 5% ethanol, 5% 
isopropanol, and 5% isobutanol. Figure 14 and Figure 15 It can be seen at.
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Figure 14.  Noise generated by D100 and D85E5IP5İB5 fuel at 3 Nm load at different engine speeds.

When the noise data determined as a result of the tests performed with standard 
diesel and D85E5IP5İB5 fuel at 3 Nm load are evaluated;
	While the noise value measured with standard diesel fuel at 1500 rpm was 

100.4 dBA, in the tests performed with D85E5IP5İB5 fuel, it decreased by 
0.5 dBA and became 99.9 dBA.

	While the noise value measured with standard diesel fuel at 2000 rpm was 
101.9 dBA, in the tests performed with D85E5IP5İB5 fuel, it decreased by 
0.6 dBA and became 101.3 dBA.

	While the noise value measured with standard diesel fuel at 2500 rpm was 
102.2 dBA, in the tests performed with D85E5IP5İB5 fuel, it decreased by 
0.6 dBA and became 101.6 dBA.

	While the noise value measured with standard diesel fuel at 3000 rpm was 
102.8 dBA, in the tests performed with D85E5IP5İB5 fuel, it decreased by 
0.7 dBA and became 102.1 dBA.

Figure 15.  Noise generated by D100 and D85E5IP5İB5 fuel at 6 Nm load at different engine speeds
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When the noise data determined as a result of the tests performed with standard 
diesel and D85E5IP5İB5 fuel at 6 Nm load are evaluated;
	While the noise value measured with standard diesel fuel at 1500 rpm was 

100.5 dBA, in the tests performed with D85E5IP5İB5 fuel, it decreased by 
0.3 dBA and became 100.2 dBA.

	While the noise value measured with standard diesel fuel at 2000 rpm was 
102.2 dBA, it decreased by 0.2 dBA to 102 dBA in the tests performed with 
D85E5IP5İB5 fuel.

	While the noise value measured with standard diesel fuel at 2500 rpm was 
102.5 dBA, in the tests performed with D85E5IP5İB5 fuel, it decreased by 
0.3 dBA and became 102.2 dBA.

	While the noise value measured with standard diesel fuel at 3000 rpm was 
102.9 dBA, in the tests performed with D85E5IP5İB5 fuel, it decreased by 
0.4 dBA and became 102.5 dBA.

The noise values generated by the engine as a result of the use of 
D82.5E5IP5İB5DEE2.5 fuel formed with a mixture of standard diesel and 82.5% 
diesel 5% ethanol, 5% isopropanol, 5% isobutanol, 2.5% diethyl ether Figure 16 
and Figure 17 It can be seen at.

Figure 16.  Noise generated by D100 and D82.5E5İP5İB5DEE2.5 fuel at 3 Nm load at different 
engine speeds.

When the noise data determined as a result of the tests performed with standard 
diesel and D82.5E5IP5İB5DEE2.5 fuel at 3 Nm load are evaluated;
	While the noise value measured with standard diesel fuel at 1500 rpm was 

100.4 dBA, it decreased by 1.1 dBA to 99.3 dBA in the tests performed with 
D82.5E5IP5İB5DEE2.5 fuel.
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	While the noise value measured with standard diesel fuel at 2000 rpm was 
101.9 dBA, it decreased by 1.6 dBA to 100.3 dBA in the tests performed with 
D82.5E5IP5İB5DEE2.5 fuel.

	While the noise value measured with standard diesel fuel at 2500 rpm was 
102.2 dBA, it decreased by 1.7 dBA to 100.5 dBA in the tests performed with 
D82.5E5IP5İB5DEE2.5 fuel.

	While the noise value measured with standard diesel fuel at 3000 rpm was 
102.8 dBA, it decreased by 1.8 dBA to 101 dBA in the tests performed with 
D82.5E5IP5İB5DEE2.5 fuel.

Figure 17.  Noise generated by D100 and D82.5E5İP5İB5DEE2.5 fuel at 6 Nm load at different 
engine speeds.

When the noise data determined as a result of the tests performed with standard 
diesel and D82.5E5IP5İB5DEE2.5 fuel at 6 Nm load are evaluated;
	While the noise value measured with standard diesel fuel at 1500 rpm was 

100.5 dBA, it decreased by 1.1 dBA to 99.4 dBA in the tests performed with 
D82.5E5IP5İB5DEE2.5 fuel.

	While the noise value measured with standard diesel fuel at 2000 rpm was 
102.2 dBA, in the tests performed with D82.5E5IP5İB5DEE2.5 fuel, it 
decreased by 1.4 dBA and became 100.8 dBA.

	While the noise value measured with standard diesel fuel at 2500 rpm was 
102.5 dBA, it decreased by 1.5 dBA to 101 dBA in the tests performed with 
D82.5E5IP5İB5DEE2.5 fuel.

	While the noise value measured with standard diesel fuel at 3000 rpm was 
102.9 dBA, it decreased by 1.3 dBA to 101.6 dBA in the tests performed with 
D82.5E5IP5İB5DEE2.5 fuel.
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Noise values generated by the engine as a result of using D80E5IP5İB5DEE5 
fuel, which is formed with a mixture of standard diesel and 80% diesel, 5% ethanol, 
5% isopropanol, 5% isobutanol, 5% diethyl ether. Figure 18 and Figure 19 is seen.

Figure 18.  Noise generated by D100 and D80E5İP5İB5DEE5 fuel at 3 Nm load at different engine 
speeds.

When the noise data determined as a result of the tests performed with standard 
diesel and D80E5IP5İB5DEE5 fuel at 3 Nm load are evaluated;
	While the noise value measured with standard diesel fuel at 1500 rpm was 

100.4 dBA, it decreased by 1.4 dBA to 99 dBA in the tests performed with 
D80E5IP5İB5DEE5 fuel.

	While the noise value measured with standard diesel fuel at 2000 rpm was 
101.9 dBA, it decreased by 1.8 dBA to 100.1 dBA in the tests performed with 
D80E5IP5İB5DEE5 fuel.

	While the noise value measured with standard diesel fuel at 2500 rpm was 
102.2 dBA, it decreased by 1.9 dBA to 100.3 dBA in the tests performed with 
D80E5IP5İB5DEE5 fuel.

	While the noise value measured with standard diesel fuel at 3000 rpm was 
102.8 dBA, it decreased by 2 dBA to 100.8 dBA in the tests performed with 
D80E5IP5İB5DEE5 fuel.
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Figure 19.  Noise generated by D100 and D80E5İP5İB5DEE5 fuel at 6 Nm load at different engine 
speeds.

When the noise data determined as a result of the tests performed with standard 
diesel and D80E5IP5İB5DEE5 fuel at 6 Nm load are evaluated;
	While the noise value measured with standard diesel fuel at 1500 rpm was 

100.5 dBA, it decreased by 1.3 dBA to 99.2 dBA in the tests performed with 
D80E5IP5İB5DEE5 fuel.

	While the noise value measured with standard diesel fuel at 2000 rpm was 
102.2 dBA, it decreased by 1.9 dBA to 100.3 dBA in the tests performed with 
D80E5IP5İB5DEE5 fuel.

	While the noise value measured with standard diesel fuel at 2500 rpm was 
102.5 dBA, it decreased by 1.6 dBA to 100.9 dBA in the tests performed with 
D80E5IP5İB5DEE5 fuel.

	While the noise value measured with standard diesel fuel at 3000 rpm 
was 102.9 dBA, it decreased by 1.4 dBA in the tests performed with 
D80E5IP5İB5DEE5 fuel and became 101.5 dBA.

Comparison of the average vibration data of all test fuels Figure 20 and Figure 
21 It is seen at.
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Figure 20.  Noise of all test fuels at 3 Nm load and different speeds

When the noise data generated in the engine as a result of the use of all test fuels 
at a load of 3 Nm are evaluated;
	The lowest noise at 1500 rpm was determined as 99 dBA with 

D80E5IP5İB5DEE5 fuel.
	The lowest noise at 2000 rpm was determined as 100.1 dBA with 

D80E5IP5İB5DEE5 fuel.
	The lowest noise at 2500 rpm was determined as 100.3 dBA with 

D80E5IP5İB5DEE5 fuel.
	The lowest noise at 3000 rpm was determined as 100.8 dBA with 

D80E5IP5İB5DEE5 fuel.

Figure 21.  Noise of all test fuels at 6 Nm load and different speeds.

When the noise data generated in the engine as a result of the use of all test fuels 
at a load of 6 Nm are evaluated;
	The lowest noise at 1500 rpm was determined as 99.2 dBA with 

D80E5IP5İB5DEE5 fuel.
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	The lowest noise at 2000 rpm was determined as 100.3 dBA with 
D80E5IP5İB5DEE5 fuel.

	The lowest noise at 2500 rpm was determined as 100.9 dBA with 
D80E5IP5İB5DEE5 fuel.

	The lowest noise at 3000 rpm was determined as 101.5 dBA with 
D80E5IP5İB5DEE5 fuel.

When all the data were evaluated, it was determined that alcohol mixtures reduced 
the noise values. Noise values gave results in the same direction as vibration values. 
It was observed that the effect of diethyl ether additive was particularly high. It can 
be concluded that the high cetane number of diethyl ether reduces the ignition delay 
and provides a smoother operation.

RESULTS AND DISCUSSION
At low and medium loads; It has been determined in the study that diesel mixtures 

with ethanol, isobutanol and isopropanol added reduce vibration and noise by 
improving the operation of the engine. However, the low cetane number of alcohols 
at high loads negatively affects the operation of the diesel engine. Therefore, diethyl 
ether was added to the mixture to increase the cetane number. The increased number 
of fuel mixtures improves combustion, thereby reducing noise and vibration at high 
loads.
	In tests performed at 3 Nm load and 2500 rpm, it was determined that 

D80E5IP5İB5DEE5 fuel reduced engine vibration by 29.5% and engine 
noise by 1.9 dBA.

	In tests performed at 6 Nm load and 2500 rpm, it was determined that 
D80E5IP5İB5DEE5 fuel reduced engine vibration by 24.7% and engine 
noise by 1.4 dBA.

	The fact that the test engine is a single-cylinder air-cooled diesel engine 
increases noise and vibration at low and high revs.

	The oxygen content of the alcohols used in the mixtures positively affects the 
combustion at high loads and reduces noise and vibration.

	Noise and vibration emissions increase with the increase of engine load and 
speed. The main reason for this is that more fuel is sent to the cylinder to 
increase the speed and load. This situation increases the knocking combustion. 
In order to prevent this, the fuel pressure is increased to ensure that the 
injected fuel is more atomized. The mechanical fuel system is insufficient in 
this regard.
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COMPARISON OF JASON-3 TEC WITH GLOBAL IONOSPHERE MAP (GIM)
Gurkan OZTAN1, Salih ALCAY2

INTRODUCTION
Thanks to technological developments, the advancements in satellite systems have 

gained speed. The increase in the number of analysis centers has brought different 
techniques and models in data analysis. This increased the accuracy of modeling 
the Total Electron Content (TEC) in the ionosphere. Global Navigation Satellite 
System (GNSS), the largest data source for scientific studies on the ionosphere, is 
important for the evaluation of the changes in the ionosphere. Advances in models 
and data analysis techniques have made high precision and continuous monitoring at 
a regional and global scale of the ionosphere [1]–[3]. In monitoring the ionosphere, 
TEC is produced with the aid of dual-frequency receivers, which are published as 
global ionosphere maps (GIMs) in the IONosphere EXchange (IONEX) format. 
GIMs are currently published by eight International GNSS Service (IGS) Ionosphere 
Associated Analysis Centers (IAACs) [1], [2], [4]–[6]. Besides GIM, TEC data can 
be derived from different data sources. One of them is radar altimeter satellites. 
Altimeter satellites have satellite altimeter technique that makes ocean currents, 
ocean surface winds and waves observation and sea surface measurement globally, 
frequently and precisely. Dual-frequency altimeters generate an independent source 
of vertical TEC (VTEC) data [1], [7]. One of the centers providing altimeter data 
is AVISO. AVISO’s first mission, TOPEX/POSEIDON (T/P) is the first major 
oceanographic survey satellite [3]. The continuation mission of the T/P mission, 
Jason-1  contains only the fully validated Geophysical Data Record (GDR) [8]. 
With the termination of Jason-1 mission, OSTM/Jason-2 took over the mission. 
This new mission introduces two new types of data into the GDR (Geophysical Data 
Record) data. These data are listed as IGDR (Interim Geophysical Data Record) and 
OGDR (Operational Geophysical Data Record) [9]. With the expiration of Jason-2, 
the mission Jason-3 was started in its place.  Same the Jason-2, the acquisition 
of altimeter data continues with the Jason-3 task [10], [11]. Jason provides VTEC 
directly, independent of GNSS-based VTEC and without the need for any mapping 
functions [1], [7], [12].

It should be noted that VTEC derived from altimetry data must be filtered for 
GIM-VTEC comparison. A filter should be used, such as the median filter, which 
1  Nigde Omer Halisdemir University, Bor Vocational School, Department of Land Registry and Cadastre,  Nigde, TURKEY.
2  Necmettin Erbakan University, Engineering Faculty, Department of Geomatics Engineering, Konya, TURKEY.
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makes the VTEC generated from the altimeter data comparable to the GIM-VTEC 
data and eliminates high frequency noise [1]. 

In this study, VTEC prediction values of Jason-3 altimeter measurements 
available at https://www.ncei.noaa.gov/data/oceans/ and GIMs in ocean regions 
where GNSS data is scarce were investigated. Different ionospheric conditions were 
chosen for the investigation and VTEC values from Jason-3’s GDR, OGDR and 
IGDR data types were used. 

DATA AND METHODS
GIM VTEC Data
The ionosphere, which is directly exposed to the sun’s rays, is the outermost 

atmospheric layer of the earth and therefore it is most affected. Free electrons in 
the ionosphere are of great importance to many disciplines because they affect the 
signals passing through the atmosphere and have an irregular structure [13]. In 
order to eliminate or minimize the errors caused by the ionosphere, it makes a great 
contribution to the precise determination of the number of free electrons in space-
based studies. Many organizations such as the IAAC analysis center produce the 
ionosphere model on a regional and global scale [14]. The dynamic nature of the 
ionosphere and the modeling of ionospheric parameters such as VTEC need to be 
continuously improved. The routine production of ionosphere VTEC maps began in 
1998 by IAACs IGS. The IONEX format was produced in the same year in order to 
compare and transform data produced by different centers [15]. Today, there are eight 
centers producing data and these centers are JPL (Jet Propulsion Laboratory)/U.S.A, 
CODE (Center for Orbit Determination in Europe)/Switzerland, WHU (Wuhan 
University)/China, NRCan (Natural Resources Canada)/Canada, ESOC (European 
Space Operations Center)/Germany, CAS (Chinese Academy of Sciences)/China, 
UPC (Universitat Politècnica de Catalunya)/Spain, and OPTIMAP (Operational 
Tool for Ionospheric Mapping And Prediction)/Germany [1], [2], [13], [16]. In this 
research, data obtained from the CODE/Switzerland data center was used. These 
centers obtain ionospheric VTEC maps with DCB (differential code deviation) 
information from GNSS data, along with different ionospheric products [17]. GIM 
data produced by IAAC centers are used in scientific studies such as space weather 
and precise positioning. The generated data are obtained by different ionospheric 
modeling methods. Therefore, they differ in their accuracy and consistency. This 
indicates that the data need to be verified [1], [5], [18]–[27]. IONEX files are 
released in different formats. The three types of IONEX files are Quick IONEX files 
released after twenty-four hours, Forecast IONEX files released in a day or two, and 
Final IONEX files released in a week or two. Forecast IONEX data is important for 
minimizing ionospheric errors in applications where real-time and single-frequency 
receivers are used [14], [28].
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IONEX files are available free of charge at https://cddis.nasa.gov/archive/gnss/
products/ionex/. The downloaded file directory is YYYY/DDD/AAAAgDDD#.
YYi.Z. In this directory, YYYY is the year of the data, DDD is the day of the year, 
the name of the analysis center is AAA, # is the file number on the relevant day, YY 
is the last two digits of the relevant year, and .Z is the compressed file [29]. 

GIM-VTEC data gridded with different approaches and calculation techniques 
is produced with global models [22]. This can cause accuracy differences between 
GIMs. Gridding of GIMs is done in different time periods such as 15 minutes, 1 
hour and 2 hours for the latitude and longitude to be used. Final IONEX (IGSG) 
file is published by IGS with an accuracy of 2-8 TECU, taking the average of the 
GIMs produced by all data centers [1], [13], [14]. In addition to the production of 
global ionosphere maps, VTEC values obtained from GNSS stations are used in 
the production of local and regional ionosphere maps. When a study is desired in a 
certain region, VTEC values of that region can be obtained from these maps. In this 
study, VTEC values, which are accepted as the basis for comparisons, were used 
in IONEX format files of the CODE data center. The data can be accessed from 
the web address http://ftp.aiub.unibe.ch/CODE/. VTEC data can be downloaded in 
2-hour resolution until October 2014 and 1-hour resolution for later dates. If the 
spatial resolution is considered as 2.5o at latitude 5.0o longitude, it has 5183 pieces 
of data for each hour as ±87.5ᵒ latitude and ±180ᵒ longitude [13], [15], [29]–[32].

Jason VTEC Data
Information on ocean and sea surfaces is obtained by radar altimeter satellites. 

TOPEX (TOPography EXperiment)/POSEIDON, AVISO’s first mission based in 
Toulouse, France, is the first major oceanographic survey satellite and was developed 
by the French space agency CNES (National d’Etudes Spatiale) and the US space 
agency Center NASA (National Aeronautics and Space Administration) [10]. It 
features the altimeter technique that measures ocean surface winds, ocean tides, 
ocean circulation dynamics, geodesy and geodynamics, sea surface measurements 
and waves in a precise and frequent quadratic scale by altimeter satellites. It also 
measures the precise height of the sea surface using two state-of-the-art radar 
altimeter systems. Launched on August 10, 1992, T/P processes and uses level 2 
altimeter data. The processed data, including raw data, geophysical data records 
and sensor data records, are stored in national archives and used in scientific 
studies. CNES and NASA, which make T/P data available, carry out geophysical 
arrangements through PO.DAAC and AVISO before opening their archives for 
scientific studies [3].

The continuation mission of the T/P mission, Jason-1 reworked products launched 
December 7, 2001, contains only the fully validated GDR. Jason-1 mission replaces 
previous versions and products. Jason-1 mission terminated on June 21, 2013 [8].
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With the termination of Jason-1 mission, OSTM/Jason-2 took over the mission. 
With the launch of the Jason-2 mission, Meteorological Satellites Exploitation 
Organization (EUMETSAT) and National Oceanic and Atmospheric Administration 
(NOAA) agencies were involved in this organization and a more comprehensive 
altimeter mission was launched. Jason-2, a dual-frequency radar altimeter satellite, 
is in orbit at an inclination angle of 66° and the satellite’s altitude is 1336 km. 
Provides VTEC data between surface and orbital altitude [33]–[35]. The Jason-2 
mission, which ended on October 10, 2019, was launched on June 20, 2008. Jason-2 
has the payload of the satellite mission Poseidon-3, the Jason-2 records at 5.3 GHz 
in the C-band and 13.575 GHz in the Ku band. Information on Jason-2 with a period 
of 9,9156 days can be obtained at https://www.aviso.altimetry.fr/en/missions/past-
missions/jason-2.html  [36]. Operational (OGDR) and Interim (IGDR) geophysical 
data records joined the dataset as OSTM/Jason-2 new products [9]. 

Similarly, the acquisition of altimeter data is done with Jason-3, the continuation 
of the OSTM/Jason-2 task. The Jason-3 task was created by the same agencies 
where the Jason-2 task was carried out, with the Copernicus program created 
together with the European Union. Jason-3, which was launched on January 17, 
2016 and has the same orbit as Jason-2, is 80 seconds apart. Like Jason-2, which 
has a Poseidon-3 class altimeter, Jason-3 has the same altimeter as Poseidon-3B. 
After orbiting together for more than six months, Jason-2 and Jason-3 were added 
to an orbiter between Jason-2’s orbit on October 13, 2016. In this case, its features 
remained the same with its previous orbit, but it caused the ground-track gap to shift 
by half at equatorial longitudes [35], [37].

The data types of interim and operational and normal geophysical data records, 
which are level 2 data of the Jason-3 mission, are listed. These products, which are 
in NetCDF format, contain data about the ocean surface wind speed, ionosphere, 
important wave height information, troposphere, the ocean with sea surface height 
and all necessary corrections. It should be noted that the correction data in the file 
needs filtering. For example, the correction data of the ionosphere should be filtered 
between -400 millimeters and 40 millimeters. Although the delay amount of the 
products given in Tab. 1 may differ in type and quantity, the product format is the 
same [10].

Table 1. The latency and ionospheric correction of Jason-3’s operational, intermediate and final 
geophysical data recording products (O/I/GDR) [10].

Product OGDR IGDR GDR
Delay 3-5 Hour 1-2 Day ~60 Day
Ionosphere Correction Not available Available Available

Jason-2 and Jason-3 move between latitudes approximately 65° south and 65° 
north. With this movement, it covers almost all ocean regions except high latitude 
regions. For evaluating GNSS-based VTEC ionospheric models, altimeter data 
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from Jason satellites would be a very good method. The VTEC data in electrons/m2 
obtained at the Ku-band frequency of the Jason-2 and Jason-3 satellites are derived 
from the vertical phase ionospheric delay. dR is the Ku band ionospheric gap 
correction in meters from (O)(I)GDR and the VTEC value is obtained by equation 
(1) if fKu is considered as the Ku-band frequency (13.575 GHz) in GHz [38].

VTEC=                                                                (1)

RESULTS AND ANALYSIS
In this study, VTEC values of CODE GIMs and Jason-3 (I)(O)GDR were 

examined with a comparative approach. Jason data, which contains information on 
ocean regions, provides VTEC data for these regions. VTEC data were obtained 
from two different data sources for ocean regions on solar active (04/09/2017), 
geomagnetic active (08/09/2017) and calm (03/04/2022) days. The daily ground 
tracks of the Jason-3 satellite for the experimental days are given in Fig.1. 

Figure 1. Daily ground tracks of Jason-3 satellite on 04/09/2017, 08/09/2017 and 03/04/2022

The Kp, Dst, and F10.7 indices are measures that reflect the magnitude of 
changes in the ionosphere. In this study, three different days were selected according 
to activity levels, taking into account the threshold values of the indices (Fig. 2, Fig. 
3 and Fig. 4). 

While the F10.7 index value is 185 on the solar active day, the Kp and Dst 
indices are below the threshold values (Fig. 2). While the Kp value reaches 8 and 
the Dst index falls below -100 on the geomagnetic active day (Fig. 3), all indices are 
below the threshold values on the calm day (Fig. 4).
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Figure 2. Kp (a) Dst (b) and F10.7 (c) indices on solar active day (04/09/2017).

Figure 3. Kp (a), Dst (b) and F10.7 indices (c) on geomagnetic active day (08/09/2017)
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Figure 4. Kp (a), Dst (b) and F10.7 (c) indices on calm day (03/04/2022)

The VTEC values obtained from three different data types GDR, IGDR and 
OGDR in Jason-3 and VTEC values from GIMs are given in Fig. 5, Fig. 6 and Fig. 
7 for solar active, geomagnetic active and calm days, respectively.  Although the 
Jason-3 GDR, IGDR and OGDR VTEC values show similar trends on the calm 
day (Fig. 7), outliers are observed in IGDR and OGDR VTEC values on active 
days (Fig. 5 and Fig. 6). In order to examine the magnitude of GIM VTEC and 
Jason-3 (I)(O)GDR VTEC differences, basic statistical values such as maximum, 
minimum, mean, and RMS values were computed and given in Tab. 2. As seen in 
Tab. 2, when the maximum values are examined on the geomagnetic active day, 
the highest difference belongs to the IGDR and OGDR values. The differences for 
GDR, IGDR, and OGDR seem to be of similar magnitude during the calm and 
solar active days. When the mean of the differences is examined, it is observed that 
the GIM-VTEC values are more compatible with the Jason-3 GDR VTEC values. 
The mean of the differences ranges between 3.48-4.19, 3.57-6.44, and 4.33-5.39 for 
GDR, IGDR, and OGDR, respectively. In addition, the RMS values for the three 
options are below 3 TECU on the calm day.
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Figure 5. Jason-VTEC GDR (a), IGDR (b), OGDR (c) values and GIM VTEC values on 04/09/2017

Figure 6. Jason-VTEC GDR (a), IGDR (b), OGDR (c) values and GIM VTEC values on 08/09/2017
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Figure 7. Jason-VTEC GDR (a), IGDR (b), OGDR (c) values and GIM VTEC values on 03/04/2022

Table 2. Basic statistical values of GIM VTEC and Jason VTEC differences

GIM- JASON
4.09.2017 8.09.2017 3.04.2022

GDR IGDR OGDR GDR IGDR OGDR GDR IGDR OGDR
Maximum 10.01 11.39 12.82 10.74 25.07 19.54 8.94 9.29 10.63
Minimum 0.06 0.03 0.08 0.03 0.10 0.36 0.47 0.47 0.76
Mean 3.48 3.57 4.33 3.74 6.44 5.39 4.19 4.70 5.21
RMS 2.23 2.62 3.51 2.87 5.53 4.58 2.26 2.59 2.86

CONCLUSIONS
In this study, the magnitude of VTEC differences between two different data 

sources (GIM and Jason-3 (GDR/IGDR/OGDR)) was examined. Since Jason data is 
produced only for ocean regions, GIM-VTEC and Jason-3 VTEC comparisons were 
made in these regions on active and calm days. According to the results, Jason-3 GDR 
VTEC values are more compatible with GIM VTEC values on active and calm days. 
The mean of the differences between GIM VTEC and the three options of Jason-3 
VTEC are mostly below 5 TECU. The results also showed that the magnitude of the 
differences increases on active days (geomagnetic/solar) compared to the calm day.
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EPOCH AVAILABILITY ANALYSIS OF LOW-COST GNSS RECEIVER
Ceren Konukseven1, Salih Alcay2, Sermet Ogutcu3, Behlül Numan Ozdemir4,                                 

Mehmet Hacıbeyoglu5, Esma Nisa Candan6

INTRODUCTION
The Global Positioning System (GPS) is the first satellite positioning system 

that became fully available for public use in 2000 [1]. Following GPS, GLONASS 
in 2010, Galileo in 2018, and BEIDOU in 2020 reached full operational capacity 
(FOC). Thanks to the positioning accuracy it provides, the GNSS technique is used 
in many engineering applications and varied fields. Nevertheless, its application 
may be limited due to high-priced instruments. Thus, several GNSS manufacturers 
started to offer low-cost devices. These devices, which were first produced as single-
frequency, have recently started to be produced as dual-frequency. Compared with 
expensive geodetic receivers, low-cost receivers have many advantages in terms of 
small size, low power consumption, portability, etc. [2].

Numerous studies have been conducted to test the performance of the low-cost 
GNSS receiver in several ways. Polizzi et al. [3] have developed a monitoring 
system with several low-cost GNSS receivers and they have tested it in the field. 
They examined the system in terms of slow and early displacements. As a result of 
the tests, they have found that cheap GNSS receivers can be used, given the high cost 
of geodetic receivers. Knight et al. [4] have developed a low-cost GNSS platform 
for coastal sea level measurement. In their comparisons with more expensive GNSS 
receivers, they found that similar accuracy performance was achieved. Manzini et 
al. [1] conducted a study on the suspended bridge to test low-cost GNSS receivers 
for structural health monitoring applications. They tested the data using RTKlib. 
They have proven that 1 Hz GNSS solutions with appropriate process parameters 
can reveal sub-centimetric displacements and 1 cm oscillations at frequencies up to 
0.25 Hz. As a result, they have confirmed that low-cost receivers provide data with 
sufficient accuracy to monitor structures such as bridges and high-rise buildings. 
Garrido-Carretero et al. [5] evaluated the RTK performance of a dual-frequency 
geodetic receiver and a single-frequency low-cost GNSS receiver using the ISO-
17123-8 standard. Although the geodetic receiver results are better than the low-cost 
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GNSS receiver, it has been found that the low-cost GNSS receiver gives comparable 
positioning performance. Hamza et al. [6] conducted research utilizing low-cost 
GNSS receivers and relative and absolute positioning methods to determine the size 
of the displacements and determine the sensitivity of the three distinct antennas they 
chose. Additionally, they observationally compared the performance of geodetic 
and low-cost GNSS receivers. They have determined that a low-cost GNSS receiver 
can be employed even though the geodetic receiver performs better. Tunini et al. [7] 
tested a geodetic receiver and a dual-frequency low-cost receiver connected to the 
same geodetic antenna to monitor crustal deformations. They chose north-eastern 
Italy as the test site and processed the data with the observations they obtained 
from the permanent GNSS station in the region. They analyzed the results with time 
series and obtained that the results of the two receivers are comparable and that the 
low-cost GNSS receiver provides mm precision. Wielgocka et al. [8] evaluated the 
signal acquisition performance and accuracy of a dual frequency low-cost GNSS 
receiver for RTK, NRTK, and static positioning in land survey applications such as 
the establishment of control points. They concluded that the positioning accuracy 
obtained by low-cost dual-frequency receivers in static and kinematic modes is 
sufficient for field surveying applications that require sub-decimeter horizontal 
accuracy. Romero et al. [9] compared the positioning accuracy obtained from 
precise point positioning (PPP) and static-relative methods in urban areas using 
low-cost GNSS receivers. They found that the static-relative method provides a 
better solution for urban areas. They concluded that the PPP method is suitable for 
open environments.

Low-cost GNSS receivers have also been employed in other fields, including 
static-kinematic positioning [10], precise water level measurements [11], RT-PPP 
application [12], performance analysis in different ionospheric disturbance periods 
[13], short-long baseline RTK applications [14], monitoring of slope instabilities 
[15].

In this study, the performance of the dual-frequency low-cost U-blox F9P GNSS 
receiver was tested in terms of the epoch availability of the RINEX observation file.

MATERIALS AND METHODS
In order to examine the epoch availability of a low-cost GNSS receiver, dual-

frequency uBlox F9P was used. Low cost GNSS receiver equipment external 
antenna is given in Fig. 1 and patch antenna is given in Fig. 2. In this study, the 
external antenna was used and its properties are provided in Fig.3. In Fig. 3. shows 
the Environmental data, quality, antenna and mechanical information of the Survey 
multiband GNSS antenna.

In Fig. 4, a low-cost dual-frequency GNSS receiver (uBlox ZED F9P) is 
given. The features of the ZED-F9P module such as receiver type and frequency, 
acquisition, sensitivity, supported protocol types and product size are given in Fig. 
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5.  Low-cost and geodetic receivers were placed on an apparatus close to each other 
on the roof of Necmettin Erbakan University, Engineering Faculty (Fig. 6). 

Figure 1. External antenna

Figure 2. Patch antenna
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Figure 3. Survey multiband GNSS antenna features [16]
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Figure 4. Low-cost dual-frequency GNSS receiver (uBlox ZED-F9P)

Figure 5. ZED-F9P module features [17]
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Figure 6. Low-cost and geodetic receivers placed on an apparatus

13 days of observation data were collected for both receivers. 
During the data collection, the cut-off angle was chosen as 10 degrees. 
GPS+GLONASS+Galileo+BeiDou-2+BeiDou-3 (GREC2C3) combination was 
used for u-blox receiver, GPS+GLONASS (GR) combination was used for the 
geodetic receiver. Observation data were collected on days when the number of 
satellites was sufficient, in clear sky conditions and with good geometry. The number 
of GPS, GLONASS, Galileo and BeiDou satellites on the fifth day is given in Fig. 
7. Also, there is no effect that will cause multipath effect in the area where both 
receivers are located. The location information of the station is 37° 51’ 58.5109” N 
and 32° 25’ 9.1874” E.

Figure 7. GPS, GLONASS, Galileo and Beidou number of satellites [18]
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The test data has been examined, and the required software has been built for 
the low-cost GNSS module and antenna kit to be ready for measurement (such as 
converting raw data to RINEX and setting measurement settings). 

For remote access to raspberry pi devices to which low-cost GNSS receivers are 
connected, internet connection infrastructure has been installed on the roof. In this 
way, the RINEX data recorded by the low-cost GNSS receiver can be accessed via 
the remote access program (WinSCP software). Raw data of the low-cost GNSS 
receiver was converted to RINEX data using convbin.exe software. The raspberry 
pi and screen-keyboard set devices connected to U-blox receiver board are given in 
Fig. 8 and Fig. 9.

Figure 8. Raspberry pi 4 model B

Figure 9. Raspberry pi 4 monitor and keyboard kit
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FINDINGS
Observation data obtained for 13 days (24 December 2021-05 January 2022) 

with low-cost and geodetic receivers were converted into RINEX format. Then, 
using the Linux shell script, the epoch availability of the RINEX observation files 
for each day was determined. Epoch availability percentages of geodetic and low-
cost receivers are provided in Table 1. In addition, its graphic representation is given 
in Fig. 10. As depicted in Table 1 and Fig. 10, the epoch availability percentage of 
the geodetic receiver is mostly 100%. Only the results obtained on 27 December 
2021 and 28 December 2021 are below this value, and the epoch availability 
percentages are 99.86% and 99.93%, respectively. When the results of the low-
cost GNSS receiver are examined, it is seen that the epoch availability for 9 days 
is 100%. The minimum epoch availability percentage was obtained as 94.67% on 
04 January 2022. In addition, epoch availability percentages of 99.65%, 98.54%, 
and 97.07% were obtained on 26 December 2021, 01 January 2022, and 05 January 
2022, respectively.

Table 1. Epoch availability percentage of geodetic and low-cost receivers

Days Geodetic Receiver (%) Lox-Cost Receiver (%)

24.12.2021 100 100

25.12.2021 100 100

26.12.2021 100 99.65

27.12.2021 99.86 100

28.12.2021 99.93 100

29.12.2021 100 100

30.12.2021 100 100

31.12.2021 100 100

1.01.2022 100 98.54

2.01.2022 100 100

3.01.2022 100 100

4.01.2022 100 94.67

5.01.2022 100 97.07
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Figure 10. Epoch availability percentage of geodetic and low-cost receivers

RESULTS
In this study, the epoch availability performance of the low-cost GNSS receiver 

was tested with a geodetic GNSS receiver in a comparative approach. For this 
purpose, 13 days of RINEX observation data were used. The results obtained 
showed that the epoch availability percentages of the observation files based on 
geodetic GNSS were mostly 100%, and over 99% on the other days. When the low-
cost GNSS receiver was used, 100% epoch availability percentages were generally 
achieved, and minimum epoch availability was obtained as 94.67%. The overall 
results showed that the low-cost GNSS receiver is good enough in terms of epoch 
availability.
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NONLINEAR SLOSHING RESPONSE OF LIQUID-FILLED REINFORCED 
CONCRETE (RC) ELEVATED WATER TANK UNDER SEISMIC EXCITATION

Olgun KÖKSAL1, Zeki KARACA2, Erdem TÜRKELİ3

INTRODUCTION
Drinking water tanks, which serve for daily use, meet the necessary water needs 

without being damaged in disasters such as earthquakes and floods. It is known that 
these warehouses have different load carrying systems depending on their location on 
the ground and the type of material. Reinforced concrete (RC) elevated water tanks 
are built to store drinking water in areas where the water pressure in the network is 
insufficient. RC elevated water tanks are more affected by earthquakes than other 
types of water tanks. For this reason, earthquake risk analysis of the region where the 
RC elevated water tank is located should also be carried out appropriately. Scientific 
studies on liquid tanks started at the end of the 19th century and are still continuing. 
By examining the scientific literature, the following studies have been carried out on 
elevated water tanks: Studies in which the water mass in the tank is considered as a 
single mass and the oscillation is neglected [1], studies using the multi-mass system 
approach [2], [3], studies considering the added mass approach [4]. The pressure 
acting on the tank wall in static state is expressed as hydrostatic pressure. However, 
earthquake-induced ground movements shake the water in the tank. In this case, the 
pressure exerted by the water on the wall is called as the hydrodynamic pressure. 
The water in the tank oscillates and behaves differently from the main load carrying 
system. While making dynamic calculations of elevated water tanks, hydrodynamic 
pressures should be determined as close to real results as possible. For this, there 
are many methods such as Westergaard’s method [5], Hoskins and Jacobsen’s 
method [6], Werner-Sundguist method [7], Housner’s method [2], Haroun’s method 
[1] which makes the distribution of hydrodynamic pressure on the wall surface 
according to various assumptions. There are also Finite Element Method and Finite 
Volume Methods.

MATERIAL AND METHOD 
As mentioned earlier, there are many methods for finding hydrodynamic 

pressures. One of these methods is the Smoothed Particle Hydrodynamics (SPH) 
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method [8]. SPH is a meshless method based on the Lagrangian approach, which 
is widely used in computational fluid mechanics, where the flow of particles is 
represented and can interact with structures, and large deformations are obtained. 
The first use of this method is encountered by Gingold, Monaghan [9], and Lucy 
[10] in solving astrophysics problems. In addition, many researchers have used the 
SPH method [11-16]. It is aimed to solve the numerical equations of fluid dynamics 
by accepting the fluid as a particle with SPH. Since the fluid in the desired geometry 
can be modeled with SPH, it is preferred for fluid modeling in many areas today. 
Various particle clusters are organized by determining an interpolation function 
(kernel function) [17] based on the SPH Langrange approach.

Using the Navier-Stokes equations in computational fluid dynamics, the position 
of each particle in the fluid model can be integrated according to the physical 
properties around the radius r. A neighboring or contiguous array of particles 
surrounding r is determined by the interpolation length “h” combined at either a 
two-dimensional circular or a three-dimensional spherical function-based distance. 
In each time step of the determined period, new physical values   are calculated and 
transferred to the updated new values   (Fig. 1).

Using the kernel function, the Navier-Stokes momentum equations, continuity 
equation and equation of state are calculated by weight of any particle in the 
determined particle set for each time step. Since the conservation equations of the 
Kernel function are expected to give possible values   depending on the interpolation 
function at any point, this function is converted into a differential form in accordance 
with the particle. Thus, the function can simulate the particle’s displacement over 
time.

Figure 1: W(r) The principle of the SPH kernel function [18].
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FORMULATION
Partial differential equations can be used if it is desired to define the flow problem 

in a nonlinear way in fluid dynamics. Since the Lagrangian approximation is based 
on the SPH, which is independent of the meshing, a certain volume of fluid can 
be modeled with the assumption of a finite number of particles. These particles 
can carry both their own mass and any physical properties. The following integral 
interpolation is used to express the motion of the particle [11,14].

( ) ( ) ( )∫ −=
Ω

drhrrWrFrF ,''                               (1) 

In Eq.(1), r is denoting the location where the variable F is obtained, r’ represents 
the location where the variable is known, Ω  is the solution area, W is the weight 
function, h is the action distance of the weight function. The expression ( )'rrW −  is 
known as the Kernel function mentioned above. The function F can be approximated 
in a discontinuous, discrete way based on the set of particles. In this case, the 
function is interpolated on a particle “a” and becomes a sum over all particles of 
interpolation length h [11, 14].
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bv  indicates the volume of the neighboring particle and 
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represents the mass of the particle and bρ  is its density. In this manner, Eq.(2) 
becomes;
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The accuracy of a model prepared by the SPH method depends on the good 
selection of the Kernel function [17]. In this study, Eq.(4) is used as a kernel function
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In three dimensions, 3164
21

hD π
α =

21
. Also, q is the dimensionless distance between 

particles a and b according to the given r/h ratio. Conservation of momentum in a 
continuous medium can be expressed as Eq.(5) [18].

Γ++∇−= gP
dt
dv

ρ
1dv

dt
                                                                                                (5)

where, Γ  and g are denoting viscous force and gravitational acceleration, 
respectively.

The momentum equation is used to describe the acceleration of a particle as a 
result of interaction with a neighboring particle.

Momentum equation in SPH method can be given by Eq.(6) [19]
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where baab rrr −=ab  is denoting particle coordinates, baab vvv −=ab  is the viscosity, 

( )baab ccc += 5.0ab  is average sound velocity of the particles, 22 01.0 h=η 0.01  and α  

( a 0.01 )  are suitable coefficients to provide the propagation.
Continuity equation for a weakly compressible fluid [19] can be expressed by 

Eq.(8).
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Conservation of mass is expressed in this equation by the SPH method. Since the 
fluid is considered weakly compressible in the SPH method, the pressure value of 
the fluid is calculated with the help of the equation of state [20].
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b is a constant value and is related to the modulus of elasticity of the fluid. 

λ
ρ02

0cb =    3
0 /1000 mkg=ρ kg  is the specific mass of water. γ  can take values   from 1 

to 7 ( 7=γ ). The expression -1 in the equation ensures that the pressure on the fluid 
free surface is zero.

NUMERICAL APPLICATION
The water pressures acting to the walls as a result of an earthquake ground motion 

acting on the RC elevated water tank can be calculated by the SPH method. Using 
the DualSphysics program [19] based on this method, hydrodynamic pressures on 
the walls can be obtained. Fig.2 shows Flow-chart of DualSPHysics program.
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Figure 2: Flow-chart of DualSPHysics program.

This program performs analysis with the computer’s Central Processing Unit 
(CPU) and Graphics Processing Unit (GPU). Due to the large number of particles 
and visual presentations, it is more convenient to work on the GPU in terms of 
time. For this purpose, a solid model of the 1000 m3 RC elevated water tank was 
produced. Then, with the help of Matlab Partial Differential Equation toolbox [21], 
the load carrying system of the cited elevated water tank was arranged and the finite 
element mesh of the RC part was formed. Considering the half-full and full-filled 
state of the tank, structural analyzes were carried out in the DualSphysics program 
[19]. 

Figure 3:  Acceleration time histories of Kocaeli earthquake (YPT330), 1999 [22].

The Kocaeli earthquake, which took place in Turkey on August 17, 1999, was 
chosen for the earthquake ground motion. The greatest ground acceleration of this 
earthquake was 0.349g in 9.87 seconds. Fig. 3 shows the acceleration-time variation 
of the cited Kocaeli earthquake.
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Figure 4: (a) Photograph, (b) mathematical model and (c) finite element model of chosen RC 
elevated water tank. 

Table 1: Material properties of reinforced concrete elevated water tank.

Material Modulus of Elasticity (GPa) Poisson Oranı Mass Density
(kg/m3)

Concrete 30 0.2 2400

Fig. 4 shows the photo (a), mathematical model (b), and finite element model 
(c) of the RC elevated water tank. Table 1 shows material properties of reinforced 
concrete elevated water tank.

As can be seen from the figure, the load carrying system of the tank consists 
of a cylinder and a truncated cone, eight columns and two beams. Columns have 
83.5cmx75cm rectangular section, beams have 35cmx35cm square section, and the 
thickness of the tank wall is 30cm. The water volume of the tank is 1000m3. The 
water level of the tank from ground at 100% full level is 30.35m, the water height 
is 9.25m, the water level of the tank from ground at 50% full level is 25.73m, and 
the water height is 4.63m. Solid tetrahedral elements are used for the finite element. 
In the finite element model, there are 3894 nodes and 11051 finite elements. The 
number of finite element nodes on the tank walls is 2199. Water volume at 50% 
full and 100% full level was analyzed according to Kocaeli earthquake acceleration 
records with the DualSPHysics program based on the SPH method. Fig. 5 shows 
solid tetrahedral finite element. Table 2 shows finite element properties of reinforced 
concrete elevated water tank.
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Figure 5:  Solid tetrahedral finite element.  
Table 2: Finite element properties of reinforced concrete elevated water tank.

Nodes Elements Maximume 
Element Size

Minimume 
Element Size

Mesh 
Gradation

Geometric 
Order

3x3894=11682 4x11051=44204 1.4993 0.7496 1.5 Linear

3.1. Case 1: The tank is half full (50 %)
Table 3 shows the analysis parameters required for the cited RC elevated water 

tank to be 50% full.
Table 3: Parameters of the SPH method for half-filled tank.

Property Options
Version DualSPHysics v4.056

Dimension 3D
Type of the kernel function Wendland

Time-stepping Verlet
Density filter Shepard filter

Viscosity treatment Artificial viscosity (α=0.01)
Boundary conditions(BC) Dynamic

Distance between particle(dp) 0.09m
Smoothing length 1

The number of fluid particles 38029
Density of water 1000kg/m3

CFL coefficient 0.20
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Figure 6: Case I, the elevated water tank is half full.

Also, Fig. 6 shows the state of the water at 50% full. At this level, the water 
free surface elevation is 25.73 m (from ground), the water height is 4.63 m and the 
volume of water is 528.41 m3.

3.2. Case 2: The tank is full (100 %)
Table 4 shows the analysis parameters required for the cited RC elevated water 

tank to be 100% full. Also, Fig. 7 shows the state of the water at 100% full.

Figure 7: Case II, the elevated water tank is full.

Table 4: Parameters of the SPH method for full-filled tank.

Property Options
Version DualSPHysics v4.056

Dimension 3D
Type of the kernel function Wendland

Time-stepping Verlet
Density filter Shepard filter

Viscosity treatment Artificial viscosity (α=0.01)
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Boundary conditions(BC) Dynamic
Distance between particle(dp) 0.20m

Smoothing length 1
The number of fluid particles 95333

Density of water 1000kg/m3

CFL coefficient 0.20

At this level, the water free surface elevation is 30.35 m (from ground), the water 
height is 9.25 m and the water volume is 1000 m3.

RESULTS
As a result of the analyses carried out, all hydrodynamic pressures at the finite 

element nodal points on the tank wall were obtained nonlinearly. As an example, the 
time dependent hydrodynamic pressure change of a point at the bottom of the tank 
at X=5.814 m, Y=11.396 m, Z=21.1 m coordinates is given in Figs 8 and 9 for half 
(50%) and complete full state (100%), respectively.

4.1. Case 1: The tank is half full (50 %)

Figure 8: Case I, the elevated water tank is half full (50%).

4.2. Case 2: The tank is full (100 %)

Figure 9: Case II, the elevated water tank is full (100%).
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From the interpretation of Figs 8 and 9, these following results can be obtained. 
In Fig. 8, the hydrodynamic pressure is 0.59 kPa at 9.87sec when the greatest ground 
acceleration occurs. In Fig. 9, the hydrodynamic pressure is 9.29 kPa at 9.87sec 
when the greatest ground acceleration occurs.

CONCLUSION
In this study, the behavior of the water in the RC elevated water tank under the 

effect of earthquake ground motion was investigated for half and full conditions. 
The SPH method [11,14] is a meshless method used in nonlinear fluid modeling 
in computational fluid dynamics. Using this method, the nonlinear hydrodynamic 
pressures on the wall of the water tank under earthquake effect were calculated. 
Analyzes were carried out for the case of the elevated water tank being half 
(50%) and full (100%) by using the DualSPHysics program[19]. As a result of the 
analyses, the hydrodynamic pressures at any point on the tank wall were obtained. 
As an example, the time dependent hydrodynamic pressure change of a point on 
the wall at the coordinates X=5.8814 m,Y=11.396 m, Z=21.1 m was investigated. 
As a result of this examination, it was observed that the value of the hydrodynamic 
pressure when the tank is half full is approximately 6.35% of the hydrodynamic 
pressure when the tank is full (half full [50%] is approximately 20 times smaller 
than complete full [100%]).
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STRUCTURAL AND FIRE PERFORMANCE OF COMPOSITE SLAB SYSTEMS 
PROTECTED BY INTUMESCENT COATING

Burak Kaan CIRPICI1, Melih ERMANCIK2

INTRODUCTION
Steel sheets have been used as formwork in conventional reinforced concrete 

floors since the 1920s, and starting in the 1950s, concrete was commonly used as 
tension reinforcement in composite floor structural elements. The aforementioned 
steel sheets’ resulting grooves and protrusions were the first prototypes of 
contemporary composite flooring in the 1960s. Due to improvements in the materials 
used to create the composite flooring system throughout time as well as changes in 
design standards, the building components are lighter and more economical.

The first instances of composite floors appeared as a result of the initial usage 
of steel sheet as a permanent concrete formwork for floors of reinforced concrete 
structures. At various points in time, these elements were used as various elements. 
These components served a variety of purposes at various times. With the introduction 
of many sheet types, every nation started to create its own standards. For instance, in 
1967, the Iron and Steel Institute of America began studying mixed records. These 
studies served as the foundation for American, British, and European standards 
for composite design systems [1-4]. Shear bond rupture frequently occurs when 
fatigue loads greater than the bond load between the steel beam and shear studs are 
applied in composite floors [5, 6]. Bailey and Moore [7] studied a novel approach 
to the construction of steel-framed buildings with composite floor slabs exposed to 
fire. Fire tests were conducted as part of the study in a real steel-framed building. 
According to tests, the performance of composite flooring systems is undervalued as 
compared to the conventional design processes for the fire boundary issue. In their 
study, Üstündağ and Çelik [8] provided information regarding composite flooring 
systems used in multi-story steel structures. In the study, new methods are described 
and recommendations are offered in light of technological advancements from 2006. 
In his MSc thesis, Yılmaz [9] looked at the positive moment carrying capacity of 
composite flooring parts. Six simple beam composite slab samples with a similar 
sheet thickness and a slab height of 4.10 m were evaluated in the study to see how 
the impact of vertical loads changed the trapezoidal sheet metal elements utilized 
1  Affiliation : Erzurum Technical University, Engineering and Architecture Faculty, Civil Engineering Department, Erzurum, 

TURKEY
2  Affiliation : Erzurum Technical University, Engineering and Architecture Faculty, Civil Engineering Department, Erzurum, 

TURKEY
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in the slab. Data from experiments and theory were contrasted. Three approaches to 
designing a composite steel-concrete slab were taken into consideration and used in 
a metro station in the study by Cordeiro and Silva [10]. It took 90 minutes for the 
mezzanine floor of the subway to catch fire. Steel beams served as a fire barrier. The 
membrane effect was modeled using the streamlined Bailey approach and VULCAN 
software based on the findings. Selamet and Yolaçan [11] used a symmetrical joint 
mechanism on both sides of the composite floor created for a high-rise steel building 
and gave a bigger floor area test opportunity than the experimental area in their 
experimental investigation (furnace). They proposed that the secondary (secondary) 
steel beams in composite floor slabs remain uninsulated after it was found that the 
concrete slab put through the test demonstrated membrane behavior during fire and 
loading and maintained its load-bearing property throughout the fire. By figuring 
out the critical temperature and fire protection values of the composite beams, 
which are already included in the Chinese Technical Standard for fire safety of steel 
structures, Li and Wang [12] developed a simplified approach based on the critical 
temperature for the fire resistance of steel-concrete composite beams. A strategy 
has been suggested. When the steel sheet is not directly exposed to the fire, the 
temperature on the exposed top surface is especially crucial [13-17]. If, for some 
reason, the fire spreads to the top surface of the concrete, this surface may start to 
take on greater significance, leading to the formation of fractures in the concrete 
block and the spread of the fire to steel components, such as the slab and steel. 
This topic was covered by Wang, et al. [18], and scholars are still interested in it. In 
order to study slab behavior in terms of deflection and load bearing capacity with 
fire testing and numerical models, Nguyen, et al. [13] built a small-scale partially 
shielded composite floor with unprotected secondary and interior beams and 
shielded edge beams. They came to the conclusion that the inner beams may be left 
exposed because rotational restriction along the covered edge beams created severe 
stress concentration on these beams in the slab and no structural damage could be 
observed. Based on fire tests and loaded numerical simulations, Nguyen and Tan [19] 
evaluated the impact of the bending stiffness of protected edge beams, including the 
relationship between element temperatures and mid-span deflections. The rigidity 
of the protected primary beams can be increased in order to limit slab deflection, 
and the composite movement between the beams is crucial to this advantageous 
outcome. The behavior of transverse trapezoidal sheet metal and head shear nails 
fastened to the flooring was examined in both ambient and fire situations in order to 
covertly discuss the Eurocode design approach, ascertain the capacity of the shear 
joint, and offer a new design formula. By using computational three-dimensional 
models to describe the non-linear behavior of steel beams independent of the kind 
of slab with shear studs, the rotational capacity of steel I-section beams at increasing 
temperatures was explored Pantousa and Mistakidis [20]. Alam, et al. [21] sought 
to analyze the fire behavior of unprotected and protected thin slabs using a finite 
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element analysis approach. Their findings show that protected thin floors provide 
greater fire resistance since the steel temperature stays below 400 °C after a regular 
60-minute fire exposure. In their study, Jiang, et al. [22] found that while welded 
wire mesh reinforcement is not always required in composite flooring elements, it 
does aid in crack prevention. Lim and Wade [23] also noted the buckling of the steel 
sheet subjected to direct fire, the separation of the steel sheet from the concrete with 
the effect of loading at high temperatures, and the pouring of the concrete due to the 
heat penetration due to the cracks generated. After 20 minutes of fire testing in this 
investigation, cracks began to spread from the point where the top of the slit and 
the concrete slab met at an angle of roughly 45 degrees. Cirpici, et al. [17] carried 
out heat transfer analyses on the slab by igniting Fast and Standard (ISO 834) fires 
from the top of the concrete component for a period of one hour without loading the 
composite slab. In the computational model they made, they added fire protection to 
the steel profile and sheet metal and figured out how the temperature was distributed 
in the floor’s structural parts. In recent years, Piloto, et al. [24], Piloto, et al. [25], 
and Piloto, et al. [26] have conducted numerical studies on the bond separation 
effect between concrete and steel blocks due to rapid heating of steel profiles during 
exposure to a fire in order to develop a new simple calculation model to describe 
the fire resistance of composite boards, taking into account the load level and bond 
separation.

In this study, the span length (long or short) and whether the sections are fire-
protected or not are identified as potential parameters that affect the performance 
of composite flooring under fire. It has been investigated to what extent these 
characteristics affect the performance of a composite floor under Standard (ISO 
834) fire conditions. Using Eurocode design equations and the Excel application 
(Macros) to conduct analyses, a new mathematical model was constructed. A 
passive fire protection material (intumescent coating) was placed on the steel beam 
beneath the composite floor, and beam temperature analyses were conducted at 
different beam sections. As a result of these analyses, it was determined how the 
mechanical properties of the steel change at elevated temperatures. In addition, the 
displacements under various loading circumstances have been determined. 

MATERIAL AND METHOD
Temperature Predictions in Steel Beams
Unprotected Steel

(1)

 - Correction factor for shading effect
 – Section factor (1/m)

 – Surface area of a unit length element (m2/m)
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 – Volume of structural element unit length (m3/m)
 – Specific heat of steel (J/kgK)
 – unit volume mass of steel
 – Design value of net heat axis per unit area (W/m2)

 – Time step (sec)
Correction factor for shadow effect in I – sections under the influence of standard 

fire (ISO 834); 
In all other cases; 

 where  and  should be taken from EN 1991-1-2 [27]

Protected Steel
According to EN 1993-1-2, the temperature of a protected steel section is 

calculated using Equation below.

(2)

with 

where  is the thermal conductivity of the fire protection material,  

 is the section factor of the protected steel section based on the diameter,  

is the fire protection thickness,  and  are specific heat and density 

of the protection material,  and  is the exposed fire temperature (ISO) 

and steel temperature respectively,  is the time interval in seconds.

Material Thermal Properties
Steel Properties
According to Eurocode 3 Part 1.2 [28], the thermal conductivity, specific heat, 

and density of structural steel have been determined. The density is taken as a 
constant value of 7850 kg/m3. 

Figure 1 illustrates the relationship between the thermal conductivity and specific 
of heat of steel and temperature based on EN 1993-1-2.
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(a) (b)

Figure 1. (a) The correlation between thermal conductivity and steel temperature (b) The variation in 
the specific heat of steel with temperature

Concrete Properties
Figure 2 (a) illustrates the thermal conductivity of concrete based on the concrete 

class (normal or light weight concrete) specified by CEN 2005c [29] while, the 
specific heat change of the concrete depending on the temperature is shown [29] in 
Figure 2 (b).

(a) (b)
Figure 2. (a) Thermal conductivity-temperature relation of concrete (b) The change of specific heat 

of the concrete due to the temperature

Intumescent Coating Properties
The constant values specified in Annex E of EN 13381-8:2013 [30] were utilized. 

These respective values are  for the specific heat and  for the 
density. However, Wang, et al. [31] determined the effective thermal conductivity 
based on their fire tests and the ISO 834 furnace temperature. Figure 3 illustrates 
this effective thermal conductivity-temperature correlation. In their model, protected 
surfaces have been subjected to fire, which is applicable to the author’s study as 
well.
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Figure 3. The relationship between effective thermal conductivity and temperature [31]

Theoretical Model Properties
In all analyses, 5.2 kN/m2 as dead load (3.5 kN/m2 + 1 kN/m2 partitions + 0.7 

kN/m2 headlining, service spaces and flooring material) and 4 kN/m2 as live load 
It is based on and 1,35Gk + 1,5Qk according to Eurocode is applied for the load 
combination.

The properties of ATAPANEL Composite Flooring Panel (see. Figure 4) are used 
in the model for the sheet metal to be used in composite flooring.

Figure 4. Features of ATAPANEL Composite Flooring Sheet

The concrete material used in the flooring is light-weight concrete and its 
compressive strength is C30/37 .

As a result of the structural analysis, the primary beams of the steel beams used 
under the flooring system are IPE 360 and the secondary beams are HE 340 B, and 
temperature calculations for the above-mentioned variable parameters will be made 
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over these beams. The yield strength used in the model is  for both 
beam profiles and reinforcement.

Fire Standard (ISO 834) applied in all developed mathematical models is the 
fire curve and 90 min. applied throughout. The results obtained (temperature 
calculations, etc.) are the results up to this time.

The rate of fire load applied in all developed models was taken as 90% (PD 
6688-1-2:2007, Table A.2.) [27].

Microsoft Excel - Macros were used to make structural calculations and make 
the developed mathematical model applicable.

Intumescent paint, which is one of the passive protective systems and which 
swells (inflates) when exposed to heat, is used as a fire protection material. The 
main reasons for choosing this material are; It is aesthetic, can be applied quickly, 
and most importantly, it can be easily applied to complex surfaces (for example, 
column-beam joint areas or the area between sheet metal and steel beam in composite 
flooring systems).

RESULTS
Temperature predictions were performed in accordance with Section Material 

and Method’s specifications. As a fire protection material, intumescent paint, 
which is one of the passive protective systems and expands when exposed to heat, 
is utilized. This material was chosen because it is aesthetically pleasing, can be 
applied fast, and, most significantly, is simple to apply to complex surfaces (for 
example, column-beam joint areas or the area between steel decking and steel beams 
in composite flooring systems).

Long and Short Span Slabs
In long-span slabs based on the mathematical model, the lengths of the primary 

and secondary beams are each 7.5 meters. In short-span flooring systems, the primary 
beam is 7.50 m long and the secondary beam is 3.75 m long. The reinforcement 
mesh was the same for both systems, and A252 mesh was used in accordance with 
BS 4483 [32]. Table 1 displays the mesh’s technical characteristics.

Table 1. Properties of mesh used in the composite floor model

Mesh sizes nominal 
wire spacing Wire sizes Cross-sectional area per 

meter width (m2)
Weight        
(1/m2)

Main 
(mm)

Cross 
(mm)

Main 
(mm)

Cross 
(mm) Main (mm) Cross 

(mm) kg

A252 (Ø8) 200 200 8 8 252 252 3,95
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Long-Span
According to the loads indicated and the scenarios described, the neutral axis 

of the primary beam is in the concrete slab ( ), whereas 
is in the upper head section of the secondary beam ). 
Calculated bending capacities (resistances) at room temperature;

 (Primary beam)
 (Secondary beam)

The permissible deflection estimated is 160.9 mm.
Figure 5 depicts the protected and unprotected steel temperatures for the primary 

beam and secondary beam in the long span slab system. Protection is not applied to 
only one secondary beam. The results were achieved by adding 2 mm of paint to the 
protected profiles.

Figure 5. Protected and unprotected temperatures of primary and secondary beams

At the end of 90 minutes, the temperature of unprotected steel was 998,8 °C, and 
the strength loss coefficient at high temperatures is  according to Table 
3.2 in Eurocode 4 Part 1.2 [29]. The temperature of the protected steel for secondary 
and primary beams was 515.7 °C and 669.02 °C, respectively. Figure 6 illustrates 
the reduction in yield strength and modulus of elasticity with temperature for steel.
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(a) (b)
Figure 6. (a) The change of Elasticity Modulus with temperature  (b) Yield 

strength-temperature variation 
Temperatures of reinforcement (mesh) were also determined within the scope of 

this study. Figure 7 displays calculated temperatures at complete, average, weighted, 
and continuous depths. The temperatures attained after 90 minutes are likewise 
displayed in Table 2. For short-term analyses, the average depth temperature is 
397.1 °C, while the value is 397.1 °C for long-term analyses. The strength loss 
coefficient at this temperature, according to Eurocode 4 Part 1.2 Table 3.4, is 0.942.

Figure 7. Temperatures of reinforcements (meshes) at various depths of concrete 
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Table 2. Temperatures of reinforcements (mesh) at different heights after 90 minutes in A252 (Ø8) 
reinforced composite flooring

Span Temperature (℃) Depth Locations
Continuous depth 711.6

Average depth 397.1

Full depth 269.6

Weighted mean depth 481.3

In the case of a fire, reinforced concrete floor slabs, which are a component 
of the composite flooring system, will heat up from their bottom surfaces and 
change direction due to the temperature gradient along the thickness direction 
and the reduction in strength at high temperatures. Due to floor slab deformation, 
membrane tension increases, resulting in an increase in load bearing capacity. This 
circumstance was observed in this study.

Figure 8 (a) depicts the vertical displacement of the modeled composite slab. 
The 90-minute design produced a displacement of 181.4 mm, which exceeded 
the permissible displacement amount (160.9 mm). According to the study, the 
computation of TSlab deflection was also performed by Newman, et al. [33]. In this 
calculation, the slab’s minimum and maximum surface temperatures as well as its 
dimensional parameters are considered (see Equation (3)).

The membrane action of the modeled slab results in a collapse load of 2,80 kN/
m2 and a load carrying capacity of 4.80 kN/m2 . Consequently, membrane 
tension contributed to an average load-bearing capacity of 1.7. The enhancement-
displacement vs height curve is depicted in Figure 8 (b).

(3)
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 – Permissible vertical displacement
 – Coefficient of thermal expansion of concrete
 - Lowest surface temperature of the flooring
 - Top surface temperature of the flooring

 – The long side of the slab (long span)
 - Short side of the slab (short span)

(a) (b)
Figure 8. (a) Vertical displacement of slab with long-span over time (b) Enhancement (e) – 

Displacement/Height (w/H) result in the long-span system

Short-Span
This section details the general distinctions between the short span and the long 

span. Temperature calculations were determined to be unchanged as the section’s 
dimensional parameters remained unchanged. However, as the span lengths vary, so 
do the bending moments and capacities.

The neutral axis is in the upper head section ( . 
Calculated bending capacities (resistances) at room temperature;

 (Primary beam)
 (Secondary beam)

The permissible deflection estimated is 104.3 mm.
Figure 9 depicts the vertical displacement of the modeled composite slab and 

the enhancement-displacement vs height curve for the short-span. The 90-minute 
design produced a displacement of 181.4 mm, which exceeded the permissible 
displacement amount (160.9 mm). According to the study, the computation of 
TSlab deflection was also performed by Newman, et al. [33]. In this calculation, the 
minimum and maximum surface temperatures of the slab as well as its dimensions 
(Eq. (3)) are taken into account. 

After membrane action, the collapse load of the modeled short span slab is 4.94 
kN/m2, while the load carrying capacity  is 2.3 kN/m2. Therefore, membrane 
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tension had no effect on the load carrying capability. Therefore, no membrane 
development was detected in the short span beam. The enhancement-displacement 
vs height curve for the short-span is presented in Figure 9.

(a) (b)
Figure 9. (a) Vertical displacement of slab with short-span over time (b) Enhancement “(e)” – 

Displacement/Height (w/H) result in the short-span system

All Sections (Primary and Secondary Beams) Fully Protected
Long span slabs were chosen and fire protection (intumescent paint) is applied 

with 2 mm thickness to all primary and secondary beams in the model. This section 
discusses the key distinctions.

Since the cross-sections of the primary beam (IPE 360) and secondary beam (HE 
340 B) are identical, the protected and unprotected steel temperature calculations 
and the change of mechanical properties with temperature are identical to 
those reported in the previous section. Figure 10 depicts the vertical displacement 
of the modeled composite slab with all protected beams and the enhancement-
displacement vs height curve for the short-span. Nevertheless, the moment capacity 
of the composite flooring has increased as a result of the application of fire protection 
to all beams. The collapse load of the slab modeled in this section is 2.80 kN/m2, 
whereas its load-bearing capacity  is 6 kN/m2. In this instance, it contributed to 
an average coefficient of load carrying capacity of 2.1.

Although the allowable amount of deflection was 160,9 mm, there was no 
collapse due to the action of fire protection despite the deflection of 290.4 mm after 
90 minutes. This demonstrated that the passive protection (paint layer) substantially 
improved the composite flooring’s overall fire resistance.
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(a) (b)
Figure 10. (a) Vertical displacement of entirely fire-protected slab with long-span (b) Enhancement 

“(e)” – Displacement/Height (w/H) result

CONCLUSION
In this paper, various mathematical models for a composite slab with known 

beam dimensions have been built and analyzed in actual dimensions. The fire curve 
in these produced mathematical models is the ISO 834 standard fire curve. 

The following is a concise summary of the conclusions made within the scope 
of this research study:

- Since the amount of displacement (vertical displacement) in long-span 
slabs will be significantly more than in short span slabs, membrane tensile 
action has occurred. This circumstance improves the load-carrying capacity 
considerably. The development of a membrane state was not observed in 
short-span slabs.

- The application of a 2 mm fireproof paint coating contributed to the fire 
performance of the steel beams (main and secondary beams with one 
secondary beam unprotected), and the temperatures obtained at the end of the 
90-minute design period were significantly lower than the temperatures of the 
unprotected steel.

- Predictions of strength and modulus of elasticity at temperatures of unprotected 
steel profiles were made. At the end of the fire interval, both their original 
strength (S255) and elasticity (200 GPA) modules had dropped to 4%.

- It was determined that applying full protection to all beams (main and 
secondary) significantly enhances the fire performance of the composite 
flooring in comparison to the unprotected state of one secondary beam. In 
addition, membrane development increased in these slabs compared to the 
unprotected secondary beam. In addition, the load-carrying capacity has 
significantly increased.
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