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MEDICAL IMAGING TOOL OF THE FUTURE:                                                 
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INTRODUCTION
Magnetic	 particle	 imaging	 (MPI)	 is	 a	 novel	 imaging	 tool	 that	 offers	 great	

spatial	resolution	and	minimal	scanning	time	as	compared	to	well-known	magnetic	
resonance	 imaging	 (MRI)	 and	 computed	 tomography	 (CT).	 MPI	 was	 disclosed	
to	the	research	community	in	2005	which	employs	superparamagnetic	iron	oxide	
nanoparticles	 (SPIONs)	 as	 tracer	 agents	 [1].	 The	 SPIONs	 are	 super	 magnetic	
nanoparticles	 that	 have	 been	 utilized	 as	 contrast	 agents	 to	minimize	 background	
noise.	 In	 contrast,	SPIONs	are	 the	 sole	 signal	 source	 for	MPI.	The	development	
of	 medical	 imaging,	 diagnostic	 tools,	 and	 therapeutic	 devices	 are	 interrelated.	
Magnetization	of	the	positive	contrast	agent	utilized	in	MPI	outperforms	the	proton	
magnetization	in	MRI	which	becomes	the	source	of	this	invention	[2].

BRIEF REVIEW OF MEDICAL IMAGING TECHNIQUES
Biological	 tissues	do	not	generate	background	 signals	 for	 the	MPI	 technique.	

Hence,	MPI	is	a	zero-depth	attenuation	technique.	It	is	fundamentally	distinct	from	
other	 imaging	 tools	 such	 as	 MRI,	 Computed	 Tomography	 (CT),	 but	 resembles	
Positron	 Emission	 Tomography	 (PET)	 [3].	 A	 comparison	 of	 some	 medical	
imaging	modalities	adapted	from	the	reference	[5-16]	is	presented	in	Table	1.	The	
high	 Spatio-temporal	 resolution,	 nanomolar	 sensitivity,	 and	 super	 contrast	 agent	
capability	of	MPI	make	it	a	potential	candidate	for	the	advancement	of	pre-clinical	
and	clinical	applications	[4].	Since	its	invention,	MPI	has	expanded	rapidly	[16-18],	
resulting	in	a	wide	range	of	biomedical	applications	including	stem	cell	labeling	and	
tracking	[19],	vascular	and	perfusion	imaging	[14],	lung	imaging	[20],	and	magnetic	
hyperthermia	[21,	22].

Table 1. A	brief	comparison	of	most	common	medical	imaging	techniques	[5-16].

Modality Ultrasound CT MRI SPECT MPI
Spatial	

Resolution* 1	mm ˂1	mm 1	mm 3-10	mm ˂	1	mm	
(Preclinical)

Acquisition	
time* ˂	1	s 1	s 10	s-	30	min 1	min ˂0.1	s	

(preclinical)

Sensitivity* ̴10-12	Molar Millimolar Millimolar Picomolar Micromolar	
(preclinical)

Quantifiability No Yes No Yes Yes

Harmfulness Cavitation	and	
heating 	Radiation

Peripheral	
nerve	

stimulation	
and	heating

Radiation
Peripheral	nerve	
stimulation	and	

heating

Contrast	
agents/tracers Microbubbles	 Iodine	 Gadolinium,	 Radionuclide	 SPIO

Imaging	
method

Anatomic	
scanning

Anatomic	
scanning

Anatomic	
scanning

Tracer	
scanning Tracer	scanning

*	These	are	widely	accepted	generalized	values,	 subject	 to	variation	based	on	 instrumentation	and	
tracer	agent	specifications.
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MAGNETIC NANOPARTICLES FOR MPI
Magnetic	 nanoparticles	 have	 a	 long	 history	 in	medical	 imaging.	MNPs	 with	

different	magnetic	cores	and	hydrodynamic	coating	are	used	 for	various	medical	
applications.	SPIONs	have	been	used	in	MRI	[23]	as	a	negative	contrast	agent	to	
suppress	the	background	signal.	However,	MPI	does	not	have	a	background	signal	
issue.	SPIONs	are	utilized	as	signal	sources	[1]	to	conduct	an	object	scan	(phantoms,	
in-vitro,	and	in-vivo	applications)	in	MPI.	SPIONs	have	been	widely	used	in	other	
biomedical	applications	such	as	hyperthermia	therapy	[24,	25],	tissue	repair	[26,	27],	
drug	delivery	[28,	29],	and	stem	cell	tracking	[30,	31].	A	single-domain	nanoparticle	
with	possible	functionalities	adapted	from	reference	[32]	is	pictorially	represented	
in	Figure	1.	The	thickness	of	the	coating	layers	ensures	the	minimum	particle-to-
particle	interaction	that	prevents	agglomeration	phenomena.

Figure 1. A	single-domain	magnetic	nanoparticle	with	a	magnetic	core,	hydrodynamic	coating,	and	
targeting	ligand	shows	a	brief	representation	of	a	tracer	agent	[32,33].

Magnetization Response
Superparamagnetic	 behavior	 is	 observed	 in	 Fe3O4	 (magnetite)	 and	 γ-Fe2O4 

(maghemite)	which	 are	 fundamental	SPIONs	with	magnetization	 similar	 to	 their	
bulk	 materials	 [37].	 The	 magnetization	 and	 applied	 field	 of	 SPIONs	 have	 non-
linear	 relations	 instead	 of	 linear	 relationships	 for	 paramagnetic	 materials.	 The	
magnetization	behavior	changes	abruptly	at	low	applied	magnetic	fields	and	stays	
at	fixed	magnetization	levels	at	higher	magnetic	fields	as	shown	in	Figure	2.	As	the	
magnetic	field	increases	magnetization	becomes	saturated	after	a	certain	point,	so	
applying	a	higher	magnetic	field	does	not	enhance	particle	magnetization.	In	MPI,	a	
non-linear	response	in	the	dynamic	range	is	utilized.
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The	 relationship	 between	 the	 applied	 magnetic	 field	 and	 the	 magnetization	
response	 of	 the	 SPIONs	 can	 be	 mathematically	 expressed	 using	 the	 Langevin	
function	[15,33];

(1)

All	the	nanoparticles	are	assumed	at	thermal	equilibrium.

Figure 2. The	SPIONs’	magnetization	is	based	on	the	Langevin	function.	It	is	abruptly	changing	
from	-5	to	5	(dynamic	range).	As	the	applied	magnetic	field	increases,	the	Langevin	function	

becomes	saturated	after	a	certain	point	[33].

SPIONs	are	composed	of	nanoscale	magnetic	nanoparticles.	A	particle’s	magnetic	
moment	is	denoted	by	the	symbol	m.	The	samples’	magnetic	moments	are	randomly	
orientated	as	a	result	of	Brownian	motion.	Hence,	the	net	magnetic	movement	of	
the	 sample	 is	 zero.	 	 is	 the	volume	of	 the	magnetic	 nanoparticles.	Overall,	 the	
magnetization	(M)	of	the	sample	is	expressed	as	[15,33];

(2)

MNPs	follow	the	direction	of	the	applied	magnetic	field.	In	the	saturation	range,	
nanoparticles	are	fully	aligned	to	the	applied	field	direction.	If	the	relaxation	time	
phenomenon	is	ignored,	then	magnetization	at	the	applied	magnetic	field	is	easily	
expressed	as	[15,33];

(3)
The	magnetization	response	of	the	MNPs	based	on	the	Langevin	function	can	be	

calculated	as	[15,33];
(4)
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(5)

Here,	T	represents	the	temperature	of	the	nanoparticles,	while	kB	is	the	Boltzmann	
constant.	In	the	meantime,	c	in	equation	(4)	represents	the	particle	concentration.	
Similarly,	m	in	equation	(4)	denotes	the	magnetic	moment	which	can	be	calculated	
as	[15,33];

(6)

Here,	Vc	is	the	volume	of	the	particle	core,	while	Ms	is	the	saturation	level	of	the	
magnetization.	If	the	particles	have	a	diameter	of	Dc	then	the	volume	of	the	spherical	
particle	can	be	calculated	as	[15,33];

(7)

Practically,	the	iron	concentration	of	the	sample	is	more	important	as	compared	
to	 particle	 concentration.	 If	 the	 iron	 concentration	 (c)	 is	 kept	 constant,	 then	
particle	concentration	has	an	 inverse	 relation	with	 its	particle	volume.	Saturation	
magnetization	can	be	expressed	as	[15,33];

(8)
Magnetization	 is	 independent	 of	 particle	 size	 as	 presented	 in	 Figure	 3.	 The	

magnetization	response	of	SPIONs	with	core	diameter	from	5	nm	to	45	nm	have	the	
same	saturation	level	at	higher	excitation	fields.

Figure 3.	The	magnetization	of	SPIONs	(tracer	agents)	for	magnetic	core	diameters																											
ranging	from	5	nm	to	45	nm	[33].

SPATIAL ENCODING
Spatial	 encoding	 is	 the	 primary	 goal	 of	 imaging	 tools	 (MPI,	 MRI)	 that	 use	

alternating	gradient	fields	and	constant	magnetic	fields.	According	to	the	Maxwell	
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configuration,	 the	 selection	 field	 of	MPI	 is	 implemented	 using	 a	 field-free	 point	
(FFP)	or	field-free	line	(FFL)	utilizing	permanent	magnets	and/or	electromagnets.	
To	produce	a	selection	field,	direct	current	is	applied	to	electromagnets	in	opposite	
directions,	just	as	permanent	magnet	poles	are	positioned	in	opposition	to	one	another.	
Permanent	magnets	or	electromagnets	in	the	form	of	discs	or	rings	can	produce	a	
zero	magnetic	field	point	FFP	while	permanent	magnets	or	electromagnets	in	the	
form	of	rectangles	can	produce	a	zero	magnetic	field	line	FFL.	The	implementation	
of	FFP	and	FFL	 spatial	 encoding	by	permanent	magnets	 and	 electromagnets	 are	
represented	in	Figure	4.

(a)

 

(b)

(c) (d)

Figure 4.	Fundamental	selection	fields	for	magnetic	particle	imaging	scanners;	(a)	3D	view	of	
Disc-shaped	permanent	magnets	and	ring-shaped	electromagnets	for	the	implementation	of	FFP	
(b)	3D	view	of	rectangular-shaped	permanent	magnets	and	electromagnets	for	the	implementation	
of	FFL	(c)	2D	gradient	field	slice	that	encompasses	FFP	at	the	midpoint(d)	2D	gradient	field	slice	

that	encompasses	FFL	at	the	midpoint	[33,34].

Basic Theory of the Selection Field
The	selection	fields	for	the	MPI	scanners	are	produced	using	permanent	magnets	

and/or	 electromagnetic	 coils.	A	highly	homogenous	gradient	field	 is	 required	 for	
artifact-free	 MPI	 imaging.	 The	 strength	 of	 the	 gradient	 field	 is	 a	 key	 factor	 in	
determining	the	field	of	view	(FOV)	of	a	scanned	object.	The	MPI	scanner’s	spatial	
resolution	 increases	with	 a	 larger	 gradient	 field.	However,	 it	 narrows	 the	FOV’s	
scanning	coverage	area.	The	gradient	field	(G)	strength	along	the	x	and	y	axes	is	half	
of	the	z-axis	value	with	a	negative	sign.	The	divergence	of	the	magnetic	field	(B)	in	
equation	(9)	is	described	by	Gauss’s	law	of	magnetism.

(9)
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where		 	,	 	and	

The	following	are	the	three	gradient	strengths’	relationships:
(10)

The	 asymmetry	 of	 the	 selection	 field,	 which	 significantly	 affects	 the	 spatial	
resolution	of	MPI	scanners	is	demonstrated	by	equations	(9)	and	(10).	The	FOV	has	
an	ellipsoid	shape	due	to	the	asymmetry	of	the	gradient	field	relationship.

Permanent Magnet Design
Permanent	magnets	 (PM)	 in	 disc	 shape	 can	 have	 their	magnetic	 flux	 density	

analytically	 calculated	 in	 MATLAB	 and	 numerically	 simulated	 in	 COMSOL	
Multiphysics.	Using	equation	(11),	the	permanent	magnets’	magnetic	flux	density	at	
d	distances	from	the	middle	can	be	written	as	[33,38];

 				for	
(11)

where	d	is	the	distance	from	the	center	of	the	disc-type	permanent	magnets	from	
the	midpoint,	R	is	the	radius,	L	is	the	thickness,	and	Br	is	the	remanent	flux	density.

With	peak	values	at	|d|,	the	magnetic	flux	density	of	the	magnets	linearly	decays	
on	either	side	(toward	the	middle	point)	along	the	z-axis.	The	magnetic	field	in	the	
center	 of	 the	 system	 is	 canceled	by	 the	opposing	 responses	 from	each	 side.	The	
design	and	numerical	simulation	results	of	disc-shaped	permanent	magnet	(NdFeB)	
based	FFP	spatial	encoding	is	presented	in	Figure	5.

(a) (b)

Figure 5.	(a)	NdFeB	permanent	magnets-based	selection	field	design	for	the	MPI	scanner,	(b)	
In	COMSOL	Multiphysics,	a	2D	axisymmetric	numerical	simulation	of	the	configuration	was	

conducted	and	demonstrates	FFP	at	the	midpoint	[33,35].

Electromagnets Design
Electromagnets	are	used	to	design	and	simulate	more	precise	and	homogeneous	

selection	 fields	 for	 the	 MPI	 scanners.	 The	 magnetic	 flux	 density	 produced	 by	
the	 multi-layer	 electromagnetic	 coil	 [33,39]	 at	 d	 distance	 from	 the	 midpoint	 is	
theoretically	modeled	by	using	equation	(12).
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(12)

where	 ,	and	
Rout is	the	coil’s	outer	radius,	Rin	is	its	inner	radius,	L	is	its	thickness,	I	is	the	current	

flowing	through	it,	N	is	how	many	turns	there	are,	and	 	is	the	air’s	permittivity.	
The	design	and	numerical	simulation	results	of	ring-shaped	electromagnets	based	
FFP	spatial	encoding	is	presented	in	Figure	6.

(a) (b)

Figure 6.	(a)	Electromagnetic	coils-based	selection	field	design	for	the	MPI	scanner,	(b)	In	
COMSOL	Multiphysics,	a	2D	axisymmetric	numerical	simulation	of	the	configuration	was	

conducted	and	demonstrates	FFP	at	the	midpoint	[33,35].

DRIVE AND RECEIVE COILS 
Dynamic	 magnetic	 fields	 are	 used	 to	 excite	 superparamagnetic	 iron	 oxides	

(SPIONs)	at	specific	frequencies	(e.g.,	1-100	kHz)	for	magnetic	particle	 imaging	
(MPI)	 applications	 [40].	 These	 magnetic	 fields	 are	 implemented	 with	 different-
shaped	 electromagnetic	 coils.	 Similarly,	 the	 non-linear	 response	 of	 the	magnetic	
nanoparticles	is	detected	with	electromagnetic	coils.	However,	alternating	current	at	
higher	frequencies	through	a	single	copper	wire	causes	high	resistance	as	compared	
to	direct	current.	The	skin	effect	is	a	phenomenon	that	causes	large	power	losses	in	
driving	coils	and	a	poor	SNR	ratio.	Both	the	driving	and	receiving	coils	use	Litz	
wires	to	address	these	problems.	The	number	of	drive	and	receive	coil	pairs	define	
the	scanning	dimensions	of	the	MPI	scanners.	Usually,	solenoid	or	Helmholtz	coils	
are	preferred	to	generate	axial	magnetic	fields	(for	the	x-axis).	Rectangular,	saddle,	
and	fingerprint-shaped	coils	are	utilized	to	generate	transverse	magnetic	fields.	

Drive	 and	 receive	 coils	 of	 the	 1D-MPI	 scanner	 along	 the	 bore	 axis	 can	 be	
designed	in	a	solenoid	shape.	The	homogeneity	of	the	magnetic	fields	has	significant	
importance	in	MRI,	however,	it	is	less	crucial	in	MPI.	The	optimum	homogeneity	
of	the	solenoid	coil	[33]	is	achieved	when	its	length	is	equal	to	1.73	times	its	radius.	
The	magnetic	field	of	the	coil	is	calculated	with	the	following	equation;
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(13)

where	 ,	and	

L	is	the	length	of	the	solenoid	coil.	Rin	and	Rout are	the	inner	and	outer	radii	of	the	
coil,	respectively.	N is	the	number	of	turns	on	a	multi-layer	solenoid	coil.	Numerical	
simulations	were	carried	out	in	COMSOL	to	achieve	optimum	homogeneity.	The	
drive	and	receive	coils	are	designed	in	a	cylindrical	shape	as	shown	in	Figure	7.	

The	nonlinear	response	of	the	SPIONs	is	measured	through	the	inductive	method	
using	a	solenoid	receive	coil.	However,	the	tracer	response	is	a	million	times	smaller	
than	the	fundamental	harmonics	of	the	excitation	frequency.	The	induction	of	the	
first	harmonic	on	the	receive	coil	is	known	as	the	direct	feedthrough	phenomenon.	
There	are	two	methods	to	eliminate	the	direct	feedthrough	effect.	One	is	based	on	
the	geometric	design	of	the	receive	coil	which	consists	of	three	sections;	the	outer	
section	winding	 is	opposite	 the	middle	 section.	Another	method	 is	 to	 integrate	a	
band	stop	filter	(BSF)	to	suppress	the	fundamental	harmonics	of	the	receive	coil.	

(a) (b)

Figure 7.	(a)	The	construction	of	solenoid	drive	and	receive	coils	for	1D-MPI	scanner	[33,36]	(b)	
The	homogeneous	magnetic	flux	density	of	the	drive	coil.

Sensitivities of Drive and Receive Coils
Magnetic	 flux	 density	 generated	 by	 the	 drive	 coil	 is	 directly	 controlled	 by	

electric	current	passing	through	it.	A	cylindrical	copper	shielding	with	a	thickness	
of	3	mm	was	utilized	to	protect	the	drive	and	reception	coils	from	the	nonlinearities	
of	 the	 permanent	 magnets	 and	 environmental	 electromagnetic	 interferences.	
High-frequency	 magnetic	 fields	 are	 also	 restrained	 by	 shielding	 in	 a	 closed	
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space.	Depending	on	the	air	gap	between	the	drive	coil	and	copper	shielding,	the	
placement	of	 the	drive	 coil	 inside	 the	 cylindric	 copper	 shield	 also	decreased	 the	
coil’s	effectiveness.	To	measure	the	sensitivity	of	the	electromagnetic	coil,	1A	(DC)	
current	was	applied	and	magnetic	flux	density	was	measured	across	the	length	of	the	
coil.	A	minimum	current	is	applied	to	avoid	thermal	heating	at	the	coil.	Numerical	
simulation	 was	 performed	 in	 COMSOL	Multiphysics	 using	 its	AC&DC	model,	
and	experimental	data	were	 recorded	with	a	gauss	meter	and	moving	 robot.	The	
comparison	of	the	numerical	and	experimental	data	for	the	drive	coil	sensitivity	is	
shown	in	Figure	8(a).

The	 middle	 section	 is	 almost	 equal	 to	 the	 outer	 sections	 (left	 and	 right)	 of	
the	receive	coil.	To	measure	the	sensitivity	of	the	coil,	1A	(DC)	was	applied	and	
measurements	 were	 taken	 with	 1	 mm	 resolution	 along	 the	 x-axis.	 Numerical	
simulation	and	experimental	data	were	compared,	and	their	results	are	presented	in	
Figure	8(b).	The	magnetic	flux	density	of	1.10	mT	was	measured	at	the	center	of	
the	drive	coil	at	1A	direct	current.	The	numerical	and	experimental	data	are	in	good	
agreement	in	terms	of	field	homogeneity	and	efficiency	(mT/A).

(a) (b)

Figure 8.	(a)	Normalized	magnetic	flux	density	response	of	the	drive	coil	at	1A	direct	current,	(b)	
Normalized	magnetic	flux	density	response	of	the	gradiometric	receive	coil	at	1A	direct	current	

[33].

Field Free Point Movement
There	is	just	one	point	where	magnetic	fields	are	zero	as	a	result	of	the	selection	

field.	The	FFP	is	moved	non-mechanically	by	the	superposition	of	an	inhomogeneous	
selection	field	and	a	spatially	homogeneous	drive	field.	The	FFP	proceeds	 to	 the	
point	where	the	drive	and	selection	fields’	magnitudes	cancel	each	other	out.

The	drive	field	serves	as	both	an	excitation	and	driving	field	for	the	tracer	agents	
(Perimag,	 Vivotrax,	 etc).	 Magnetic	 nanoparticles	 are	 excited	 at	 the	 excitation	
frequency	by	the	sinusoidal	form	of	the	driving	field.	Inside	the	field	of	view	(FOV),	
spatial	information	is	provided	by	higher	harmonics	produced	by	the	tracer	material.	
It	is	possible	to	express	the	sinusoidal	excitation	field	along	the	bore	axis	(x-axis)	as;
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(14)
At	 every	 spatiotemporal	 location,	 the	 superposition	 of	 the	 driving	 field	 and	

selection	field	can	be	represented	as;
(15)

FFP	 linearly	moves	along	 the	x-axis	within	 [ ]	 	 interval.	The	FFP	moves	

at	a	maximum	speed	in	the	defined	interval’s	midpoint	and	zero	speed	at	its	edges.	
This	has	an	impact	on	the	image	quality	as	well,	which	is	better	towards	the	FOV’s	
center.	The	movement	of	the	FFP	inside	the	FOV	is	shown	in	Figure	9.	FFP	is	shown	
to	move	quickly	at	the	center	and	slowly	at	the	outside.	The	response	on	each	side	
of	the	FFP	is	symmetric	since	the	drive	field	is	sinusoidal.

Figure 9.	The	selection	field	and	the	drive	field’s	half-cycle	(from	the	negative	peak	to	the	
positive	peak)	are	superimposed.	Right	moving	is	denoted	by	R.M.,	while	left	moving	is	denoted	

by	L.M	[33].

Signal Chain of MPI Scanners
The	main	components	are	the	selection	field,	copper	shielding,	drive	coil,	receive	

coil,	impedance	matching	circuit	for	the	drive	coil,	and	phantom	setup.	MATLAB-
based	control	console	(graphical	user	 interface,	GUI)	can	be	used	 to	operate	and	
control	MPI	 devices	 for	 imaging.	 The	 data	 acquisition	 card	 (DAQ)	 generates	 a	
sinusoidal	signal,	which	is	then	amplified	by	a	power	amplifier	(PA).	SPIONs	are	
scanned	inside	the	field	of	view	region	of	the	MPI	scanner.	Before	data	recording	by	
a	DAQ	device	is	performed	for	post-processing,	the	receive	coil	signal	is	processed	
through	a	low	noise	amplification	(LNA).	A	general	signal	flow	of	MPI	scanner	is	
shown	in	Figure	10.
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Figure 10.	Generalized	signal	chain	of	MPI	scanner	[33,34].	The	selection	field	is	developed	with	
permanent	magnets.	The	drive	and	receive	coils	are	implemented	with	co-axial	solenoid	coils.	

BPF	demonstrate	band	pass	filter	and	BSF	demonstrate	band	stop	filter.

IMAGE RECONSTRUCTION
It	 is	 not	 possible	 to	 directly	 visualize	 an	MPI	 signal	without	 first	 converting	

the	 voltage	 signal	 to	 a	 particle	 concentration.	 The	 distinctive	 characteristics	 of	
post-processing	technique	includes	image	quality	(resolution)	and	image	scanning	
time.	The	fundamental	presumption	of	the	reconstruction	methods	applied	to	MPI	
systems	is	that	there	exists	a	linear	relationship	between	recorded	signal	and	particle	
concentration.	Human	tissues,	bones,	and	other	structures	do	not	cause	any	signal	
generation	in	MPI.	Due	to	inductive	connection	between	the	drive	and	receive	coils,	
signals	that	are	practically	recorded	without	the	placement	of	scanning	objects	(in-
vivo,	in-vitro	sample,	phantom)	are	referred	to	as	background	signals.

Two	different	techniques	are	used	for	MPI	image	reconstruction	purposes.	The	
system	function	(frequency-based)	approach	uses	the	higher	harmonic	response	of	
the	 excitation	field	due	 to	 tracer	material.	The	 system	 function	 aims	 to	 establish	
the	 link	 between	 induced	 signals	 from	SPIONs	 as	 a	 function	 of	 space	 (location	
dependent)	[41].	The	system	function	is	calculated	basically	in	two	different	ways:	
measurement-based,	and	model-based.

The	 second	 technique	 for	 image	 reconstruction	 of	MPI	 is	 known	 as	X-space	
(time-based).	 Instead	 of	 using	 frequency	 response,	 receive	 coil	 data	 is	 directly	
processed	 in	 the	 time	domain.	The	 linear	and	 shift-invariant	 (LSI)	 feature	of	 the	
recorded	data	 is	 a	key	component	of	 the	X-space	 	 approach	 [42].	This	 approach	
works	fine	for	rectangular	trajectories,	however,	the	Lissajous	trajectory	for	three	
drive-receive	channels	is	very	challenging	as	fast	scanning	intervals	violate	the	LSI	
property	due	to	the	relaxation	behavior	of	the	nanoparticles.	A	brief	comparison	of	
harmonic-space	and	X-space	MPI	imaging	workflow	is	shown	in	Figure	11.	MPI	
scanner	with	one	drive-receive	coil	pair	is	considered	enclosed	in	copper	shielding.	
The	selection	field	for	FFP	spatial	encoding	is	represented	with	two	pairs	of	NdFeB	
permanent	magnets	(N	(north	pole),	S	(south	pole)).	Although	scanning	procedures	
are	different	for	both	techniques,	its	scanner	geometry	is	still	identical.		
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Figure 11. System	function	and	X-space	are	fundamental	image	reconstruction	methods	for	MPI.	A	
simplified	MPI	scanner	with	one	drive	coil	and	one	receive	coil	is	demonstrated	in	the	middle.	System	
matrix	utilizes	the	Fast	Fourier	Transform	(FFT)	of	the	particles’	signal	at	each	point	in	the	field	of	view	
(FOV).	However,	X-space	uses	the	same	particle’s	signal	for	further	processing.	The	tracer	response	
becomes	saturated	at	the	outer	edges	of	the	FOV	region	which	results	in	no	MPI	images	[33,34].

X-space Reconstruction
The	time-domain	based	X-space	technique	provides	fast	image	reconstruction	of	

the	tracer	agent	concentrations.	It	is	critical	to	highlight	that	the	X-space	technique’s	
driving	 assumptions	 are	 applied	 field	 homogeneity	 and	 infinite	 rapid	 relaxation	
of	 the	 tracer	agents.	 Initially,	 recorded	signal	 is	normalized	with	FFP	movement.	
Finally,	the	griding	of	the	MPI	signal	is	carried	out	over	the	FFP	scanning	pattern.	

The	feedthrough	effect	at	the	excitation	frequency	is	eliminated	by	the	gradiometric	
design	of	the	receive	coils	and	band	stop	filter	on	the	receive	signal.	Fortunately,	
the	missing	 data	 simply	 introduces	DC	 offset	 in	 the	 reconstructed	 signal,	which	
can	be	recovered	with	continuity	boundary	conditions	[42,43].	The	receiving	coil	
voltage	was	delayed	compared	to	the	excitation	field	by	the	magnetic	nanoparticle’s	
frequency-dependent	 relaxation	 behavior.	 In	 spatial	 mapping,	 relaxation-based	
delay	causes	 the	MPI	signal	 to	shift	at	 the	gridding	stage	[44].	Additionally,	 it	 is	
possible	to	model	the	relaxation	behavior	of	the	nanoparticles	as	an	exponentially	
decaying	 function	 combined	 with	 the	 magnetization	 response	 of	 the	 magnetic	
nanoparticles	[44].	Deconvolution	techniques,	such	as	Wiener	filtering,	can	be	used	
to	remove	blurring	from	the	reconstructed	image.	The	movement	of	the	FFP	can	be	
mathematically	expressed	as	based	on	equation	(16);

(16)

FFP	linearly	moves	along	the	x-axis	over	the	line	within	[ ]	interval.	Gx	is	
gradient	field	strength	along	the	x-axis,	and	Ax	is	the	peak	amplitude	in	the	x-axis.	
The	maximum	limits	of	 the	FFP	represent	 the	FOV	region	along	 the	x-axis.	The	
velocity	compensation	of	the	received	signal	can	be	modeled	as	in	equation	(17);
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(17)

where	
The	spatial	gridding	of	the	particle	signals	can	be	performed	with	the	coordinate	

transformation	 of	 the	 velocity	 compensated	 signals.	 The	 particle	 concentration	
across	the	FFP	trajectory	(instantaneous	positions)	can	be	expressed	as;

(18)

Phantom Imaging
A	 single	 phantom	 of	 the	 Perimag	 sample	 was	 scanned	 as	 presented	 in	 the	

previous	section	inside	FOV	(-7	mm	to	7	mm).	A	sinusoidal	excitation	field	of	15	
mT	(peak	amplitude)	was	generated	from	the	drive	coil.	The	phantom	was	attached	
to	 the	3D	actuator	and	 tracer	agent	 induced	signals	were	recorded	with	a	step	of	
1	mm	distance.	 Five	 lines	were	 recorded	 for	 the	Perimag	 sample	 and	 their	MPI	
signals	were	 presented	 in	Figure	 12(a).	The	 recorded	 data	 of	 the	 5	 lines	 and	 21	
points	on	each	line	were	mapped	along	the	xz	plane	as	shown	in	Figure	12(b).	The	
spatial	 resolution	 of	 the	MPI	 signal	 for	 the	 z=0	 line	was	measured	 as	 5.06	mm	
(FWHM).	Phantom	imaging	of	40	µl	in	a	diameter	of	3.5	mm	glass	tube.	Five	lines	
were	 scanned	 along	 the	 z-axis	 (perpendicular	 to	 the	 bore	 axis).	MPI	 signals	 for	
the	z-axis	were	acquired	by	following	the	same	procedure.	The	spatial	resolution	
of	 the	overall	MPI	signal	 is	 larger	 than	the	centered	PSF	(3.5	mm).	This	may	be	
affected	by	 the	 thick	phantom	of	4	mm	in	diameter.	Theoretically,	a	 single	point	
source	can	be	considered	for	imaging.	However,	an	experimentally	certain	amount	
of	 the	 sample	keeps	 significant	 area/volume	which	may	affect	 spatial	 resolution.	
Therefore,	phantoms	made	of	Perimag	SPIONs	can	be	distinguished	with	a	gap	of	
5	mm.

(a) (b)

Figure 12.	(a)	MPI	image	of	the	Perimag	tracer	agent	of	40	µl	in	a	cylindrical	phantom,	(b)	MPI	
signal	of	the	Perimag	sample	at	centered	(z	=	0)	line	[33,36].
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APPLICATIONS OF MPI
Innovative	biomedical	applications	are	made	possible	by	the	real-time	imaging	

capacity	of	the	MPI	approach	with	great	spatial	and	temporal	resolution.	It	does	not	
include	ionizing	radiation	and	is	free	of	iodine-based	contrast	agents.	On	the	other	
hand,	MPI	employs	SPIONs	as	tracer	agents.	Cell-based	studies	of	tissue	perfusion	
and	stenosis	are	possible	due	to	the	MPI	signal’s	quantitative	relation	with	particle	
concentrations	[45,39].	As	demonstrated	in	Figure	13,	MPI	offers	enormous	potential	
for	a	variety	of	applications,	including	lung	imaging,	cancer	imaging,	vascular	and	
perfusion	imaging,	and	MPI-guided	thermal	therapy.

Figure 13.	A	brief	review	of	intra-disciplinary	biomedical	applications	of	MPI	[33,34].

Excitation	 field	 and	 pickup	 systems,	 spatial	 encoding	 (FFP/FFL),	 image	
reconstruction,	biomedical	applications,	tracer	agents,	and	image	reconstruction	are	
all	crucial	components	of	the	MPI	methodology.	Since	its	initial	invention	in	2005,	
the	technical	aspects	of	MPI	such	as	gradient	field,	excitation	fields,	bore	size,	and	
pulse	sequences	have	continuously	improved.	The	research	on	scaling	up	the	MPI	
technology	 is	 already	 in	 progress.	 Integration	 with	 other	 imaging	 modalities	 is	
inevitable	since	MPI	lacks	morphological	characteristics.	Few	multimodal	imaging	
methods,	 such	 MPI-CT	 and	 MPI-MRI,	 are	 thus	 also	 demonstrated	 at	 the	 pre-
clinical	level.	Preliminary	research	in	numerous	domains	including	drug	delivery,	
neuroimaging,	cell	tracking,	cancer	imaging,	vascular	imaging,	functional	imaging,	
and	magnetic	thermal	therapy	in	MPI	has	produced	outstanding	results.	Pre-clinical	
MPI	 scanners	 were	 successfully	 implemented,	 which	 raised	 high	 hopes	 for	 the	
pre-clinical	(animal)	to	clinical	(human)	transition	phase.	The	MPI	is	a	remarkable	
imaging	device	with	outstanding	qualities	 that	 can	be	used	as	 a	diagnostic,	drug	
administration,	and	monitoring	device	in	medical	imaging.	With	this	groundbreaking	
imaging	method	for	medical,	cancer	could	be	detected	in	its	early	stages.
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INTRODUCTION
British	researcher	Kevin	Ashton,	who	used	the	term	IoT	in	1999,	is	accepted	as	

the	father	of	the	name	by	academics,	researchers,	and	practitioners	although	there	
is	no	accepted	general	definition	for	the	term	IoT	[1].	In	its	broadest	definition,	it	
is	defined	as	a	worldwide	network	created	by	uniquely	addressed	objects,	and	the	
objects	in	this	network	communicate	with	each	other	with	a	specific	communication	
protocol	[2].

Integrating	IoT	 into	renewable	systems	plays	a	key	role	 in	 the	optimization	of	
energy	use,	energy	transmission,	and	distribution	[3].	Line	failures	can	be	prevented	
by	estimating	the	maintenance	times	and	component	lifetimes	of	transformers,	which	
are	frequently	used	in	transmission	and	distribution	lines.	In	this	way,	the	production	
continues	uninterruptedly	and	the	comfort	of	daily	life	can	be	maintained.	As	for	the	
health	sector,	remote	monitoring	of	patients,	obtaining	instantaneous	physiological	
values	and	recording	these	values,	making	a	diagnosis	with	the	data	obtained,	many	
applications	such	as	monitoring	drug	use	and	reporting	allergic	drugs	to	the	patient	
have	been	carried	out	[4].	Image	processing	in	the	transportation	industry,	detecting	
driver	 fatigue	with	 fuzzy	 logic	 and	deep	 learning	methods,	fleet	management,	 by	
adding	innovations	such	as	vehicle	and	driver	tracking,	supports	many	issues	from	
unnecessary	fuel	consumption	to	the	prevention	of	traffic	accidents.	It	is	seen	that	the	
studies	carried	out	in	the	agriculture	and	livestock	sector	stand	out	compared	to	other	
fields.	By	monitoring	the	temperature	and	humidity	of	the	soil	and	environment,	the	
amount	and	quality	of	the	product	produced	can	be	increased	by	automatic	irrigation	
and	monitoring	processes.	With	the	data	taken	from	the	soil,	data	about	soil	quality	is	
collected	and	nutrient	support	processes	can	be	kept	at	optimal	values,	thus	preventing	
the	accumulation	of	toxins	in	foods.	Agricultural	workers	can	control	the	designed	
system	 remotely	 and	 with	 weather	 data,	 the	 irrigation	 process	 is	 automatically	
postponed	on	days	when	rain	is	expected,	and	unnecessary	use	of	water	resources	
can	be	prevented.	The	widespread	use	of	automatic	irrigation	systems	transforms	the	
agricultural	 sector	 into	a	dynamic	and	constantly	developing	 technology	area	 [5].	
Early	diagnosis	of	animal	diseases,	wildlife	management	and	bee	colony	monitoring	
are	IoT	applications	applied	in	the	world	in	livestock	applications.	In	the	fields	of	
smart	homes	and	smart	cities,	IoT	offers	solutions	to	facilitate	the	life	of	elderly	and	
disabled	individuals.	In	addition,	security	and	emergency	notifications,	regulation	of	
ambient	temperature	and	humidity,	smart	parking	and	traffic	light	systems	are	among	
the	 applications	 that	make	 daily	 life	 easier	 [6].	 In	 the	Horizon	Report	 published	
in	2017,	it	is	thought	that	IoT	will	play	an	active	role	in	efficiency	and	security	in	
educational	 technologies	within	2-3	years	[7].	 In	studies	 in	 the	field	of	education,	
applications	 such	 as	 applications	 made	 with	 smart	 phones-watches,	 wearable	
computer	applications,	and	and	increasing	the	focus	level	of	students	by	controlling	
the	physical	characteristics	of	the	classroom	environment	such	as	temperature	and	
humidity	are	used.	
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Here,	 IoT	 applications	 for	Turkey	which	 is	 a	 developing	 country	 and	 a	 great	
candidate	for	IoT	applications.	The	examined	IoT	applications	have	been	categorized	
by	 sector	 and	 the	 technologies	 and	 application	 studies	 used	 in	 these	 application	
studies	have	been	discussed	in	detail	and	their	deficient	and	developed	sides	have	
been	revealed.	In	the	applications,	the	criteria	by	which	hardware	elements	such	as	
microprocessor	and	sensor	are	selected,	software	and	cloud	computing	preferences	
are	 examined	 and	 presented	 to	 the	 researchers	 who	 will	 work.	 The	 remaining	
parts	of	the	chapter	are	organized	as	follows:	In	section	2,	the	structure	and	layers	
of	 IoT	 technology	are	 examined.	 In	 section	3,	 the	historical	development	of	 IoT	
technology	is	briefly	mentioned,	and	the	expected	situations	today	and	in	the	future	
are	emphasized.	In	section	4,	the	IoT	technology	reports	and	the	location	of	Turkey	
are	 examined	 and	 the	 general	 situation	 in	 Turkey	 is	 compared	 with	 the	 world	
countries.	Many	different	 IoT	application	studies	 throughout	Turkey,	which	have	
been	obtained	by	a	detailed	literature	review,	are	presented	in	section	5.	In	section	
6,	the	chapter	is	concluded	with	a	general	evaluation.

IoT TECHNOLOGY AND STRUCTURE
In	the	most	general	definition,	IoT	creates	a	large	ecosystem	and	there	are	three	

basic	components	in	this	ecosystem.	These	are	devices,	communication	protocols	
and	cloud	structures	where	the	obtained	data	is	stored.	The	constant	increase	in	the	
amount	of	data	that	needs	to	be	stored	also	encourages	continuous	development	in	
cloud	technology.	The	smart	devices	can	collect	instant	data	from	the	environment	
with	 the	 help	 of	 their	 sensors	 and	 communicate	 with	 other	 devices	 with	 their	
communication	unit.	The	last	component	of	a	smart	device	consisting	of	three	main	
parts	is	microprocessors	such	as	Raspberry	and	Arduino	The	last	component,	which	
has	a	very	important	place	in	this	ecosystem,	is	the	communication	protocols,	which	
can	also	be	defined	as	web	services,	which	enable	the	device	to	transfer	data	to	the	
cloud	environment	and	communicate	with	each	other.	There	is	no	generally	accepted	
architectural	structure	for	IoT	yet.	In	the	ongoing	process,	a	five-layer	architecture	
has	been	proposed	 in	order	 to	contribute	 to	 the	data	storage	and	general	security	
problems	 of	 the	 four-layer	 architecture.	 “Figure	 1”,	 shows	 the	 IoT	 architecture	
layers.
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Figure 1. IoT	architecture	structures

Sensor Layer;	captures	data	that	can	be	perceived	from	the	environment	such	as	
vibration,	pressure,	humidity,	temperature,	pulse	rate,	and	respiration	can	be	called	
the	sensor	layer.	The	sensors	to	be	used	are	decisive	in	the	operating	conditions	of	
the	IoT	device. Network Layer;	is	responsible	for	transferring	the	data	collected	from	
the	sensors	to	the	application	layer	without	any	processing.	Here,	the	data	received	
from	the	environment	is	converted	into	analog	and	digital	signals.	RFID,	Zigbee,	
IEEE	 802.15.4,	 Z-Wave,	 LTE,	 LoRa,	NFC,	 and	M2M	 communication	 protocols	
are	 included	 here. Application Layer;	 is	 the	 layer	 responsible	 for	 presenting	 the	
features	expected	from	the	device	to	the	user.	The	operation	of	the	device	is	provided	
from	this	layer. Support Layer;	enables	the	data	collected	at	the	sensor	layer	to	be	
processed	 through	a	number	of	processes	before	being	 sent	 to	 the	network	 layer	
and	the	application	layer,	it	is	the	layer	that	is	basically	created	for	security	reasons,	
that	analyzes	and	stores	data. Transport Layer;	is	the	layer	between	the	processing	
and	sensor	layers	in	a	5-layer	architecture.	It	undertakes	the	task	of	communication	
between	the	two	layers. Processing Layer;	is	the	layer	that	is	added	to	clean	up	the	
unnecessary	heaps	by	processing	the	data	transmitted	from	the	transport	layer.	

IoT APPLICATIONS DEVELOPMENT PERIOD
In	the	last	twenty	years,	the	increase	in	internet	technology	and	the	widespread	

use	 of	 IoT	 in	 the	 commercial	 field	 have	 supported	 the	 development	 of	 this	
technology.	Although	it	has	been	twenty	years	since	its	first	applications,	it	is	seen	
as	 a	 technology	 that	 will	 shape	 the	 future	 with	 an	 increasing	 interest	 in	 recent	
years.	The	 term	“Internet	of	Things”	was	used	 for	 the	first	 time	 in	1999	and	 the	
International	Telecommunication	Union	presented	its	first	IoT	report	 in	2005	[8].	
In	the	coming	years,	it	 is	thought	that	paper	documents,	furniture,	and	even	food	
will	be	connected	 to	 the	network	 like	other	electronic	devices	[9].	Cisco’s	report	
published	in	2015,	whose	work	is	followed	by	researchers	and	practitioners	of	IoT	
technology,	stated	that	the	human	population	living	on	earth	will	be	7	billion	people	
and	the	number	of	connected	objects	will	be	50	billion	in	2020.	By	2022,	it	is	seen	
that	the	world	population	is	7	billion	962	million	[10].	It	turns	out	that	the	number	
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of	devices	connected	to	the	Internet	is	very	close	to	the	predicted	target	and	has	an	
increasing	momentum.	

IoT TECHNOLOGY APPLICATIONS REPORTS AND CURRENT STATUS OF 
TURKEY
A	research	website	announced	its	report	published	in	2020	and	this	report	has	

been	 carried	 out	 on	 approximately	 1400	 implemented	 projects	 in	 transportation,	
energy,	and	retail	sales	apart	from	industry	[11].	In	another	report	presented	by	The	
FT	Omdia	Digital	 Economic	 Index	 in	 September	 2022,	 51	 countries	 are	 ranked	
according	 to	 5	 different	 technology	 areas	 and	 16	 digital	 economic	 criteria	 [12].	
According	to	this	report,	China	ranks	first	in	the	digital	economy	size	and	digital	
market	size	ranking	in	the	field	of	IoT	&	Devices	in	2022,	with	17.6	points.	It	is	
followed	by	 India	with	8.8	points	 in	 second	place	 and	 the	 top	five	countries	 are	
ranked	as	the	USA,	Indonesia,	and	Japan.	In	this	ranking,	Turkey	is	in	20th	place	
with	2.1	points.	On	the	same	scale,	it	is	predicted	that	in	2026,	China,	India,	USA,	
and	Indonesia	will	maintain	their	place,	Brazil	will	take	fifth	place,	and	Turkey	will	
move	 to	17th	place	by	 jumping	3	places.	 In	 the	 total	scoring	of	 the	five	selected	
technological	fields,	China	ranks	first	with	85.22	points,	while	Turkey	ranks	22nd	
with	13.24	points.	It	is	seen	that	developed	countries	among	the	world	states,	have	
high	economic	power	and	have	a	scientific	and	technological	say	over	other	states	
that	are	 investing	in	 this	 technology,	which	are	still	 in	 their	 infancy.	The	directly	
proportional	 effect	 of	 the	 digital	 economy	 on	 sustainable	 development	 becomes	
meaningful	at	this	point	and	its	importance	emerges.	In	this	respect,	the	studies	of	
practitioners	and	researchers	on	IoT	will	support	Turkey	to	rise	to	the	top	on	a	global	
scale.

IoT APPLICATIONS IN TURKEY
The	literature	study	shows	that	 there	are	many	research	studies	 in	 the	field	of	

IoT.	However,	the	rapid	development	of	this	technology,	the	fact	that	it	takes	place	
more	and	more	in	daily	life,	and	the	increase	in	expectations	in	parallel	with	this	
have	been	the	starting	point	for	this	chapter.	It	was	built	in	Turkey	in	order	to	bring	
a	solution	to	a	certain	problem	within	the	scope	of	 internet	of	 things	technology.	
Studies	in	the	academic	field	of	design	are	grouped	under	seven	different	sectors	in	
total,	including	agriculture-livestock,	education,	smart	cities,	smart	homes,	industry,	
transportation,	and	health.	In	the	following	tables	these	studies	are	l”isted	according	
to	years.
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Table 1. IoT	application	in	Turkey	–	Farming	and	agriculture

Ref. Hardware and 
Software Used

The Aim of the 
Study Results of the Study

[13]

ESP	8266, 
Arduino	Uno, 
LM	35	
temperature	
sensor, 
LM	393	fire	
sensor, 
HL	69	humidity	
sensor

Developing	a	
soil	maintenance	
system	to	increase	
productivity	in	
irrigation	and	
fertilization	systems.

Thanks	to	the	sensors	used	in	the	created	
model,	continuous	data	flow	is	provided	
from	the	soil,	and	in	case	of	differences	from	
the	determined	optimum	values,	the	soil	is	
fed	automatically.	With	the	ESP8266	Wi-Fi	
module,	the	sensor	data	is	sent	to	the	Cayenne	
cloud	system,	allowing	the	user	to	monitor	
data	instantly.

[14]

Raspberry	Pi	3, 
DHT	11	
temperature	and	
humidity	sensor, 
BMP	180	
Pressure	sensor, 
5	V	Rain	sensor, 
wind	direction	
sensor, 
HMC5883L	
Compass	sensor

To	follow	the	
changes	in	the	
weather	conditions	
in	a	certain	region	
with	an	IoT-based	
system.

With	the	designed	station,	the	weather	
conditions	are	followed	and	at	the	same	time,	
weather	forecasts	are	made	with	the	sensors	
used.	It	is	also	designed	as	a	mobile	platform	
so	that	the	system	can	be	used	in	different	
regions.	In	the	test	studies,	it	is	stated	that	
values	such	as	wind	direction,	pressure,	and	
temperature	are	consistent,	but	there	are	
deviations	in	humidity	and	wind	speed	values.

[15]

Arduino	Uno, 
ESP	8266, 
DHT22	
temperature	and	
humidity	sensor, 
HL69	humidity	
sensor, 
Grove	–	UV	
sensor

More	efficient	
operation	and	
optimal	use	of	
resources	by	
intelligently	
managing	irrigation	
systems.

The	data	collected	through	the	sensors	in	
the	system	are	compiled	with	the	Arduino	
microcontroller	and	saved	to	the	cloud,	
and	instant	user	control	and	monitoring	are	
provided	via	ThinSpeak.	As	a	result	of	the	
study,	it	is	stated	that	the	humidity	values			
work	inversely	with	the	temperature	and	UV	
radiation,	and	are	directly	proportional	to	the	
rain	sensor.

[16]

Raspberry	Pi	2, 
ESP	8266, 
Solenoid	Valve, 
YL	–	69	humidity	
sensor

To	reduce	the	
damage	caused	
by	heavy	metals	
accumulating	in	the	
soil	to	humans	and	
the	environment	in	
case	of	efficient	use	
of	water	resources	
and	fertilizing	plants	
more	than	needed.

Soil	demands	are	entered	as	input	to	the	
system	and	the	data	from	the	humidity	sensor	
is	used.	Periodic	irrigation	and	fertilization	are	
carried	out	in	line	with	the	data	obtained.	With	
IoT	technology,	irrigation,	soil	moisture	status,	
and	soil	analysis	can	be	followed.

[17]

Raspberry	Pi	3,	
Raspberry	pi	V2, 
ESP	8266, 
FC	28	soil	
moisture	sensor, 
MQ-7	gas	sensor, 
LDR, 
DHT	11	
Temperature	and	
humidity	sensor

To	be	able	to	record	
the	changes	in	
climatic	values			in	
greenhouses	where	
controlled	crops	
are	grown	and	
to	monitor	them	
remotely.

Values			such	as	indoor-outdoor	temperature	
and	humidity	values,	soil	moisture,	air	quality,	
and	light	level	obtained	through	sensors	in	
the	system	are	recorded	and	instantaneous	
monitoring	is	made	possible.	In	addition,	if	
the	threshold	values			specified	by	the	user	are	
exceeded,	the	user	is	notified	via	SMS	and	
e-mail.
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[18]

Arduino	Uno, 
Esp8266, 
SEN	13322Soil	
Moisture	sensor

To	assist	the	user	in	
the	amount	of	water	
required	by	different	
agricultural	products	
and	to	control	the	
irrigation	process	
with	remote	access.

At	the	interface	used	in	the	created	system,	a	
list	of	plants	whose	humidity	and	temperature	
threshold	values			are	processed	into	the	
database	is	created,	and	irrigation	operations	
are	carried	out	by	comparison	method	after	
planting	the	selected	plant.

[19]

Temperature	and	
Humidity	sensor, 
Acceleration	
Sensor, 
pressure	sensor, 
Light	Sensor

To	be	able	to	
remotely	monitor	
especially	elderly	
agricultural	workers	
working	in	open	
fields.

With	the	prototype	produced,	it	can	be	
monitored	by	elderly	agricultural	workers,	
their	children,	or	their	relatives.	In	this	way,	in	
the	event	of	an	accident	(falling	from	a	height,	
fainting,	being	beaten,	etc.),	it	is	ensured	to	
reach	the	scene	quickly.

[20]

Arduino	Mega,
SI7021	
temperature-
humidity	sensor,
Raspberry	Pi

Monitoring	indoor	
climate	data	
and	controlling	
ventilation,	
irrigation,	and	
heating	systems.

The	data	received	from	the	sensors	can	be	
processed	and	monitored	instantly.	It	is	stated	
that	the	designed	system	can	expand	the	use	
of	technology	in	small	businesses,	especially	
since	it	has	a	modular	structure.

[21]

Raspberry	Pi	2,
DS18	B20	
Temperature	
Sensor

To	be	able	to	
instantly	monitor	the	
air,	soil,	and	water	
temperatures	in	the	
greenhouse.

A	prototype	has	been	realized	that	transfers	
the	data	taken	from	the	sensors	used	for	
temperature	measurement	to	the	web	
environment.	Thanks	to	the	embedded	web	
server	in	the	nodes,	it	is	advantageous	to	be	
used	without	an	internet	connection.

[22]

Raspberry	Pi	2,
DS18	B20	
Temperature	
Sensor

To	be	able	to	
instantly	monitor	the	
air,	soil,	and	water	
temperatures	in	the	
greenhouse.

A	prototype	has	been	realized	that	transfers	
the	data	taken	from	the	sensors	used	for	
temperature	measurement	to	the	web	
environment.	Thanks	to	the	embedded	web	
server	in	the	nodes,	it	is	advantageous	to	be	
used	without	an	internet	connection.

Table 2.	IoT	application	in	Turkey	–	Education

Ref. Hardware and 
Software Used

The Aim of the 
Study Results of the Study

[23]

HM11	BLE	
Beacon	module	
(Beacon),
MIT	App	Inverter,
Firebase	cloud	
platform

To	be	able	to	
instantly	follow	the	
duration	of	school	
bus	vehicles,	and	
therefore	students,	
on	the	road.

From	the	moment	students	get	on	the	bus	(thanks	
to	 the	pointer	 they	carry	with	 them),	 taking	 into	
account	the	location	and	time	information,	when	
the	student	gets	on	and	off	the	bus	and	whether	he	
is	on	 the	bus	or	not	can	be	 tracked	 instantly	via	
the	MIT	App	Invertor-based	mobile	application.

[24]

HM11	BLE	
Beacon	module	
(Beacon),
MIT	App	Inverter,
Firebase	cloud	
platform

To	be	able	to	
instantly	follow	the	
duration	of	school	
bus	vehicles,	and	
therefore	students,	
on	the	road.

From	the	moment	students	get	on	the	bus	(thanks	
to	 the	pointer	 they	carry	with	 them),	 taking	 into	
account	the	location	and	time	information,	when	
the	student	gets	on	and	off	the	bus	and	whether	he	
is	on	 the	bus	or	not	can	be	 tracked	 instantly	via	
the	MIT	App	Invertor-based	mobile	application.

[25]

Arduino	Uno
Raspberry	Pi
Fingerprint	Sensor
RFID	Card

Realizing	Smart	
Classroom	and	
Student	Tracking	
System	Design	
with	the	Internet	of	
Things

The	 study	 was	 carried	 out	 in	 two	 parts	 Smart	
Classroom	 and	 Student	 Tracking	 System.	 In	
the	 smart	 classroom	 application,	 the	 control	 of	
the	 values	 		such	 as	 the	 door	 and	 lighting	 of	 the	
classroom	and	the	temperature,	and	in	the	student	
tracking	 system,	 the	 attendance	 of	 the	 students	
with	a	card	or	fingerprint	was	carried	out.
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Table 3. IoT	application	in	Turkey	–	Smart	homes

Ref. Hardware and 
Software Used

The Aim of 
the Study Results of the Study

[26]

Arduino	Uno,
esp	8266,
DHT11	
Temperature	and	
humidity	sensor,
MQ2	Gas	sensor,
HC-SR501	Motion	
sensor,
MongoDb	database

To	be	able	to	
design	an	IoT-
based	smart	
home	system	
that	reduces	the	
human	factor	
and	increases	

energy,	
security,	

In	the	study,	IoT	applications	were	carried	out	on	the	
model	 house.	 The	 ventilation	 and	 lighting	 systems	
in	 the	 house	 can	 be	 controlled	 remotely	 and	 the	
data	 received	 from	 various	 sensors	 can	 be	 followed	
instantly	 with	 the	 developed	 mobile	 application.	
Theft,	fire,	etc.	In	such	cases,	a	notification	is	sent	to	
the	landlord	by	e-mail.	In	addition,	sensor	data	can	be	
presented	graphically	within	the	entered	date	range.

[27]
Raspberry	Pi

PHP	Web	service

To	realize	an	
IoT-based	door	
lock	design	
in	the	Smart	
Home	field.

Someone	outside	the	house	(child,	caregiver)	requests	
the	owner	 to	open	 the	door	with	 the	mobile	Android	
application.	Then,	 the	door	 image	 is	 sent	 to	 the	host	
via	Raspberry	pi	via	e-mail,	and	the	host	can	approve	
the	opening	of	the	door	via	the	Android	application.

[28]
ESP8266,
MQ-4	gas	sensor,
5V	relay

Realizing	an	
IoT-based	
smart	socket	
design.

In	the	study,	a	smart	socket	design	was	carried	out	with	
a	3D	printer.
Gas	MQ4,	which	is	located	on	the	prototype,	constantly	
monitors	the	gas	level.	It	sends	a	warning	notification	
when	a	certain	level	is	exceeded

[29]

Raspberry	Pi,
Pi	Camera,
ultrasonic	range	
sensor,
DHT11	
Temperature-
Humidity	sensor

Designing	
an	IoT-based	
refrigerator.

The	 system	 can	 monitor	 instantaneously	 the	
temperature-humidity	 data,	 whether	 the	 cooling	
continues	or	not,	and	whether	the	refrigerator	door	is	
open	or	closed.

Table 4.	IoT	application	in	Turkey	–	Smart	cities

Ref. Hardware and 
Software Used

The Aim of the 
Study Results of the Study

[30]

ESP8266,
DHT	11	
sıcaklık-nem	
duyargası,
ThinSpeak,
Arduino	Uno

System	design	
that	performs	
IoT-based	

data	collection	
and	sharing	
operations.

In	 the	 study,	 humidity	 and	 temperature	 data	 in	 a	
certain	environment	were	collected	via	sensors,	and	
the	data	was	shared	on	 the	social	media	platform	
Twitter.	In	addition,	when	the	specified	limit	values			
are	exceeded,	a	notification	is	sent	via	the	mobile	
application.

[31]

Arduino	Mega,
ESP	8266,
infrared	sensor,
Servo-motor,
16x2	LCD	
Display

To	solve	the	
problem	of	

car	parking	by	
developing	an	

IoT-based	parking	
system

Drivers	can	see	whether	there	is	an	empty	parking	
space	 via	 a	 mobile	 application	 and	 can	 make	 a	
reservation	 if	 there	 is	no	 space.	 It	 is	 thought	 that	
the	system	will	also	benefit	problems	such	as	traffic	
congestion	and	fuel	costs.

[32]

Arduino	Uno,
Geared	DC	
Motor,
Eplan	Electric	
P8	program,
wifi	module

To	realize	IoT-
based	vehicle	
entry	and	exit	
control	system	

design.

In	the	study,	a	barrier	system	using	electric	motors	
instead	 of	 the	 pneumatic	 supported	 bollards	
actively	used	in	the	market	was	developed	and	in	
addition	to	this,	the	internet	of	objects	technology	
was	applied	to	the	barrier	system,	and	the	system	
was	remotely	controlled.
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[33]

Raspberry	Pi,
Mifare	card	
reader,
MIT	Appinverter

Performing	IoT-
based	bus	stop	

design.

In	 the	 study,	 a	 stop	 system	 is	 presented	 as	 an	
alternative	 to	 the	 stops	 that	 allow	 unilateral	
communication,	 which	 is	 currently	 in	 use.	 The	
travel	 information	 of	 the	 passengers	 waiting	 at	
the	bus	stop	is	obtained	and	the	buses	that	are	not	
waiting	 for	 the	 passengers	 are	 prevented	 from	
entering	the	stops	unnecessarily.

Table 5. IoT	application	in	Turkey	–	Transport/Healt

Ref. Hardware and 
Software Used

The Aim of 
the Study Results of the Study

[34]

The 
microcontroller	
and	sensor	model	
information	used	
is	not	shared.

To	design	a	
system	for	
tracking	IoT-
based	convoy	
vehicles.

In	 the	 study,	 the	 problem	 for	 the	 services	 belonging	
to	the	transportation	architecture,	convoy	vehicles	has	
been	 expanded,	 and	 the	 node	 service	 definition	 has	
been	added	to	the	existing	architecture.

[35]

The 
microcontroller	
and	sensor	model	
information	used	
is	not	shared.

Realization	
of	IoT-based	
driver	fatigue	
detection	
system.

In	the	study,	driver	fatigue	is	determined	by	processing	
the	images	from	the	mobile	device	camera.	If	fatigue	
is	 detected	with	 the	 processed	 images,	 a	 notification	
message	is	sent	to	the	server	via	the	mobile	application.	
It	 is	 reported	 that	 the	 developed	 model	 has	 95.65%	
accuracy	and	95.86%	accuracy	rates	and	has	better	data	
than	previous	studies.

[36] Raspberry	Pi
Unspecified

To	design	
a	system	

that	enables	
remote	

monitoring	
of	IoT-based	
medical	

device	data.

In	the	study,	a	solution	was	presented	to	the	problem	
that	 the	 measurements	 of	 laser	 devices	 used	 in	 the	
field	of	dermatology	are	made	instantly	with	IoT,	but	
the	need	for	preprocessing	due	to	the	size	of	the	data	
available.	 Thanks	 to	 the	 prototype	 created,	 the	 data	
collected	from	the	device	can	be	evaluated	and	an	early	
maintenance	message	can	be	sent	to	the	user.	

[37]

pulse	oximeter
Android-
based	mobile	
smartphone

Developing	
an	IoT-based	
remote	patient	
monitoring	
system.

In	the	study,	a	system	that	works	according	to	the	data	
of	oxygen	saturation	and	pulse	values,	which	can	help	
physicians	 especially	 in	 diagnosing	 sleep	 apnea,	was	
developed	and	compared	with	the	data	set	used	in	the	
literature.	
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Table 6. IoT	application	in	Turkey	–	Industry

Ref. Hardware and 
Software Used

The Aim of the 
Study Results of the Study

[38]

Delta	DVP-12se	
PLC,
50/5	A	current	
transformer,
Raspberry	pi3,
Microsoft	Azure

Monitoring	of	
generators	located	in	
remote	and	difficult	

areas.

Conditions	 such	 as	 water-oil	 pressure	 and	
temperatures	 of	 the	 generator,	 connected	 to	
the	 system,	 instant	 mains-generator	 voltages	
and	 produced	 power	 values,	 operation,	 and	 air	
temperature	can	be	monitored.

[39]

DHT	11	
temperature	
sensor,
heart	rate	sensor,
GPS	module
ESP8266,	LDR

To	design	an	IoT-
based	wearable	

system	for	soldiers.

The	 instantaneous	pulse	rate	of	a	soldier	 in	 the	
field,	 the	humidity,	 temperature,	and	brightness	
of	 the	 environment	 can	 be	 followed	 instantly.	
In	addition,	location	information	can	be	tracked	
with	the	GPS	module	used.

[40]

Arduino	Uno
ESP8266,
DHT-11	heat	and	
humidity,
Magnetic	field,
LDR,
gas	sensors

To	be	able	to	
control	the	optimum	

parameters	
determined	in	the	
field	of	OHS	in	an	
industrial	production	

enterprise.

The	data	 received	 from	 the	sensors	used	 in	 the	
developed	model	can	be	monitored	and	recorded	
instantly	 via	 thing	 speak.	 In	 addition,	 the	
system	can	give	an	audible	warning	in	case	the	
determined	optimum	values			are	exceeded.

[41]

Raspberry	Pi,
BME680
multisensor,
gas	sensor,
fire	detection	
sensor

Realization	of	
IoT-based	smart	

factory	management	
information	system	

design.

In	 the	 study,	 values	 		such	 as	 humidity,	
temperature,	and	pressure	are	obtained	from	the	
bme680	sensor.	The	data	received	together	with	
the	 fire	 detection	 and	 gas	 sensors	 used	 in	 the	
system	are	collected	with	 the	 firebase	database	
and	can	be	monitored	 instantly	and	graphically	
via	the	mobile	application.
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Table 7.	IoT	application	in	Turkey	–	Energy

Ref. Hardware and 
Software Used

The Aim of 
the Study Results of the Study

[42]

Arduino	Uno,
ESP	8266,
DHT11	Temperature	
and	Humidity	sensor,
LM	35	temperature	
sensor,
TA12-200	current	
transformer,
Ubidots	cloud	
computing

Design	of	an	
IoT-based	
substation	
modeling.

In	 the	 study,	 a	 50VA	 transformer	 model	 was	
created	and	the	transformer	was	loaded	with	40%	
-	80%	-	120%	load	and	data	were	obtained.	The	
current	and	 temperature	values	 		obtained	at	each	
load	 level	 are	 transferred	 to	 the	 cloud	 system	
and	monitored	as	a	blank.	It	is	stated	that	it	is	an	
alternative	to	the	widely	used	SCADA	systems.

[43]

Arduino	Mega,
DHT22	Temperature	
and	Humidity	Sensor,
MQ-135	Gas	Sensor,
LDR,
VTB30-200	voltage	
transformer,
ESP8266

Realization	of	
system	design	
that	collects	
remote	

environment	
data	for	

transformers.

Transformer	 data	 is	 collected	 by	 temperature,	
humidity,	 light,	 and	 gas	 sensors	 and	 transferred	
to	the	cloud	environment.	The	collected	data	can	
be	followed	instantly	and	this	data	set	is	created.	
The	 obtained	 data	 set	 can	 be	 processed	 with	
artificial	learning	algorithms	and	fault	prediction,	
remaining	 life	 estimation,	 and	 predictive	
maintenance	suggestions	can	be	presented.

[44]

ESP8266,
Arduino	Idea,
The	sensor	models	
used	are	not	specified.

To	realize	the	
design	of	the	
IoT-based	
transformer	
monitoring	
system.

In	 the	 study,	 the	 instantaneous	 control	 and	
intervention	 of	 important	 values	 		such	 as	 high	
voltage	situations,	high	temperature,	high	current,	
overload,	 and	 oil	 level	 is	 provided	with	 IoT.	 In	
addition,	the	scenario	of	switching	on	and	off	the	
street	 lamps	according	to	the	sundial	was	added	
to	the	system.	It	is	stated	that	it	is	an	alternative	to	
the	widely	used	SCADA	systems.

In	the	studies	examined,	it	is	seen	that	there	are	differences	in	hardware	sensor	
selections	 and	 microprocessors	 according	 to	 the	 problem	 to	 be	 solved	 and	 the	
purpose	of	the	subject	in	an	IoT-based	application.	While	pulse,	acceleration,	and	
temperature	sensors	are	prominent	 in	 the	health	sector,	gas,	 temperature,	motion,	
and	smoke	sensors	are	frequently	used	in	smart	home	applications.	Raspberry	and	
Arduino’s	microprocessors	 come	 to	 the	 fore	 in	 the	microprocessor	preference	of	
the	researchers.	Since	Raspberry	Pi	has	higher	processing	power	than	Arduino,	it	is	
preferred	in	wide-ranging	applications.	While	programming	types	such	as	Phyton,	
Java,	and	C/C++	can	be	used	with	Raspberry	Pi,	which	operates	as	a	Linux-based	
mini-computer,	Arduino	is	programmed	in	C-based	languages.	Technologies	such	
as	RFID,	LoRa,	Z-Wave,	LTE,	and	NFC	are	generally	preferred	as	communication	
technology.	

It	is	seen	that	Z-Wave,	a	low-power	wireless	protocol,	is	generally	used	in	smart	
home	applications	and	small	commercial	areas.	RFID	is	one	of	the	most	frequently	
used	communication	technologies	in	IoT	applications.	It	usually	consists	of	a	tag	
and	 a	 reader.	Labels	 are	 applied	 to	objects	 by	 addressing	 and	data	 is	 transferred	
by	radiofrequency	electromagnetic	fields.	Labels	containing	data	stored	with	their	
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electronic	 code	 are	 read	when	 they	 come	near	 the	 reader	 [48].	LoRa	protocol	 is	
generally	used	in	rural	and	remote	areas,	in	applications	such	as	chain	management,	
intercontinental	logistics,	and	mining.

Figure 3. Graphical	representation	of	examined	IoT	application	studies	on	the	sectoral	basis

The	ratio	of	each	area	where	IoT	technology	is	applied,	in	which	the	examined	
studies	are	carried	out,	within	all	sectors	is	presented	in	“Fig	5”.	Among	the	studies	
conducted	here,	it	is	seen	that	the	studies	carried	out	in	the	agriculture	and	livestock	
sectors	have	the	highest	rate	with	31%,	followed	by	the	studies	in	the	field	of	smart	
home	with	a	high	rate	of	22%.	While	the	IoT	technology	application	rates	of	energy,	
education,	health,	and	smart	cities	are	around	10%,	the	rates	of	transportation	have	
the	lowest	share	with	6%.

CONCLUSION
In	 this	study,	academic	studies	conducted	 in	Turkey	 in	 the	field	of	 internet	of	

things	 technology	were	 examined.	This	 technology,	which	 is	 estimated	 to	 create	
a	 technological	 revolution,	continues	 to	grow	rapidly	day	by	day	with	 the	motto	
“anytime	from	anywhere	to	any	object”.	Although	there	are	hesitations	due	to	cyber	
security	vulnerabilities,	it	is	thought	that	its	use	will	become	more	common	with	the	
emergence	of	new	protocols	and	network	technologies.

When	we	look	at	the	internet-based	studies	in	our	country,	the	agriculture	and	
livestock	sectors	are	more	common	compared	 to	 the	others.	Considering	 that	 the	
contribution	of	the	agricultural	sector	to	the	country’s	economy	is	around	40%,	it	
is	of	great	 importance	 that	young	agriculture	and	 livestock	workers	can	continue	
to	work	 in	 this	 sector,	which	 requires	 intensive	 labor.	As	 a	 solution	 to	 this,	 it	 is	
necessary	to	increase	the	living	standards	and	incomes	of	the	employees	by	applying	
the	“internet	of	things	technology”	in	the	sector	in	a	cheaper,	safe,	and	more	effective	
way.	The	fact	that	the	intensity	of	the	studies	examined	in	this	sector	is	taking	the	
lead	is	considered	to	be	positive	for	the	future	of	the	sector.

Secondly,	with	a	rate	of	%22,	smart	home	applications	are	seen	as	technologies	
integrated	 with	 the	 Internet	 of	 Things	 to	 increase	 the	 comfort	 of	 life	 in	 all	
environments.	 In	 our	 country,	 IoT	 devices	 produced	 based	 on	 various	 scenarios	
have	 started	 to	 appear	 in	 the	market.	 It	 is	 thought	 that	 increasing	 the	 studies	 in	
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this	field	will	contribute	to	the	country’s	economy	if	energy	efficiency	is	taken	into	
account,	as	well	as	increase	the	comfort	of	the	environment.	In	addition,	it	is	thought	
that	increasing	the	studies	to	be	done	in	the	health,	transportation,	energy,	and	retail	
sectors	together	with	the	studies	already	done	for	smart	homes	will	accelerate	the	
way	to	“smart	cities”.

In	addition	to	the	ever-increasing	energy	need,	IoT-based	technological	devices	
accelerate	 this	 increase.	 Every	 technological	 device	 offered	 in	 all	 sectors	 also	
increases	the	need	for	energy	as	a	consumer.	Turkey	is	preparing	to	launch	a	new	
electric	 vehicle	 into	 the	 automobile	market.	 Electric	 vehicles	 emerging	with	 the	
rapidly	 growing	 industry	 are	 also	 expected	 to	 cause	 a	 large	 increase	 in	 energy	
consumption	and	 force	grid	capacities	 in	 the	 long	 run.	 In	 this	 context,	 a	 reliable	
network	structure	will	be	needed	to	overcome	the	problems	that	may	arise	[49].

In	addition	 to	being	an	environmentally	 friendly	 technology,	 smart	grids	play	
an	active	role	in	fixed	and	mobile	energy	storage	and	distributed	renewable	energy	
sources	[50].	With	the	smart	grid	studies	to	be	carried	out	by	analyzing	the	production	
and	consumption	data,	energy	supply	and	demand	will	be	balanced	and	the	storage	
systems	will	be	more	active	and	energy	problems	will	probably	be	prevented.

Due	to	the	virus	epidemic	that	emerged	in	the	past	years	and	its	ongoing	effects,	
there	 have	 been	 worldwide	 disruptions	 in	 the	 field	 of	 traditional	 education.	 In	
similar	situations,	it	is	necessary	to	integrate	new	technologies	into	this	field	in	order	
to	continue	education	uninterruptedly	and	continuously.	It	is	thought	that	internet-
based	studies	will	increase	interaction	in	the	field	of	education	and	support	mastery	
of	learning	situations.	In	addition,	with	smart	classroom	environments	to	be	made	
similar	to	smart	home	studies,	the	features	of	the	environment	such	as	temperature,	
humidity	 and	 lighting	 will	 be	 kept	 under	 control	 and	 will	 help	 students	 and	
teachers	continue	their	educational	activities	in	healthy	and	comfortable	classroom	
environments.
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INTRODUCTION
One	of	 the	leading	cause	of	death	around	the	globe	is	cardiovascular	diseases	

(CVD).	In	2019,	nearly	18	million	people	died	from	CVD,	that	accounts	for	32%	of	
global	deaths.	Heart	attack	and	stroke	cases	contributes	to	85%	of	these	deaths.	38%	
of	the	17	million	premature	deaths	(under	70	years	old)	due	to	non-communicable	
diseases	in	2019	are	due	to	CVDs	[1].

CVDs	consist	of	a	number	of	diseases	with	complications	of	the	vessels	of	heart	
and	blood.	They	 include	coronary	heart	disease	(related	 to	 the	blood	vessels	 that	
feed	the	heart	muscle),	cerebrovascular	diseases	(related	to	the	blood	vessels	feeding	
the	brain),	 rheumatic,	peripheral	and	congenital	heart	diseases.	Heart	attacks	and	
strokes	are	often	caused	by	a	blockage	that	prevents	blood	from	flowing	to	the	heart	
or	brain	[2].	The	most	common	reason	for	this	is	when	fatty	deposits	build	up	on	the	
inner	walls	of	the	blood	vessels	that	feed	the	heart	or	brain	and	block	the	vascular	
pathways.	Likewise,	bleeding	of	a	blood	vessel	in	the	brain	or	a	blood	clot	can	cause	
cerebral	palsy.

Unhealthy	 diet,	 tobacco	 and	 alcohol	 use,	 physical	 inactivity	 are	 the	 leading	
behavioral	risk	factors	for	heart	disease	and	stroke	[3].	These	behavioral	risk	factors	
may	show	themselves	as	obesity,	elevated	blood	pressure	and	blood	sugar.	These	risk	
factors	can	be	measured	in	primary	health	care	facilities	and	actions	can	be	taken	
regarding	the	risks	of	heart	attack,	stroke,	heart	failure	and	other	complications	[4].

Early	 diagnosis	 is	 an	 important	 preventive	 and	 protective	 practice	 for	 CVD	
as	 in	 many	 diseases.	 Many	 screening	 tests	 have	 been	 recommended	 for	 CVD	
[5,6].	 In	 general,	 these	 tests	 examine	 internal	 and	 lifestyle	 factors	 such	 as	 body	
mass	 index,	 cholesterol	 level,	 blood	 pressure,	 blood	 sugar	 level,	 dietary	 habits,	
smoking	and	physical	activity.	In	addition	to	screening	tests,	specialists	can	request	
electrocardiogram,	 echocardiogram,	 Holter	 monitoring,	 cardiac	 catheterization,	
computed	tomography	and	magnetic	resonance	imaging	for	patients	when	detailed	
examination	is	deemed	necessary	[7,8].

Artificial	intelligence	and	related	technologies	are	spreading	rapidly	considering	
the	past	few	years.	In	recent	years,	these	technologies	have	also	found	a	place	for	
themselves	in	applications	in	the	field	of	health	[9,10].	By	using	artificial	intelligence	
technologies	in	the	field	of	healthcare,	significant	progress	has	been	made	in	areas	
such	as	medical	image	analysis,	diagnosis	and	treatment,	drug	discovery	and	remote	
assistance	[11,12].	It	is	possible	to	benefit	from	artificial	intelligence	and	machine	
learning	methods	for	the	early	diagnosis	of	patients	at	risk	of	CVD.

In	recent	years,	there	has	been	an	increasing	amount	of	studies	on	heart	failure	
prediction	with	machine	learning	approaches.	Cheon	et	al.	[13]	used	a	deep	neural	
network	 to	 detect	 stroke	 on	 15099	 patients.	Authors	 employed	 PCA	 to	 extract	
relevant	background	 features	 and	used	 this	 features	 to	predict	 stroke.	They	have	
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compared	their	approach	with	five	other	machine	learning	approaches	and	achieved	
.8343	AUC.	Chun	et	al.	[14]	predicted	the	risk	of	stroke	on	a	dataset	consisting	of	
half	million	adults.	They	have	compared	Cox	models,	machine	learning	algorithms	
and	 ensemble	methods	 in	 their	 study.	 Their	 results	 shows	 that	 gradient	 boosted	
tree	 achieved	 .833	AUC	 in	men	 and	 .836	AUC	 in	women	 for	 9-year	 stroke	 risk	
prediction.	 Sailasy	 and	 Kumari	 [15]	 used	 various	 machine	 learning	 models	 to	
predict	 the	 possibility	 of	 stroke	 in	 the	 brain.	 They	 have	 used	 various	 machine	
learning	algorithms	and	achieved	an	accuracy	of	82%	with	naïve	Bayes	approach.

In	this	study,	heart	failure	prediction	was	performed	with	the	help	of	machine	
learning	methods.	The	data	set	of	the	study	consists	of	918	observations	[16].	Logistic	
regression,	naive	bayes,	support	vector	machines,	K	nearest	neighbor,	decision	tree,	
random	forest	algorithms	were	used	for	heart	failure	prediction.	The	performances	
of	the	algorithms	were	measured	by	5-fold	cross-validation	with	equal	numbers	of	
positives	and	negatives	in	each	fold.

The	rest	of	this	study	is	organized	as	follows:	Theoretical	background	on	used	
machine	learning	algorithms	are	given	in	section	2.	Material	is	presented	in	section	
3.	Performed	experiments	are	given	in	section	4.	Result	and	discussion	is	carried	in	
section	5.	Final	conclusions	are	narrated	in	section	6.	

THEORETICAL BACKGROUND
Logistic Regression
Logistic	 regression	 is	 a	 statistical	 analysis	 method	 for	 predicting	 a	 binary	

outcome	 based	 on	 previous	 observations	 of	 a	 distribution.	A	 logistic	 regression	
model	attempts	to	predict	a	dependent	data	variable	by	analyzing	the	relationship	
between	one	or	more	available	 independent	variables.	Logistic	 regression	has	an	
important	place	in	machine	learning	methods.	Logistic	regression	is	frequently	used	
to	make	a	basic	assessment	on	many	problems	due	to	its	ease	of	use	and	low	cost	of	
operation.	Logistic	regression	uses	historical	data	for	forecasting.	Therefore,	it	tends	
to	perform	better	as	more	samples	are	added	to	the	observation	set.

The	output	of	the	logistic	regression	is	between	0	and	1.	Therefore,	it	is	a	suitable	
function	for	binary	classification.	The	formulation	of	the	logistic	regression	is	given	
in	 eq.	 (1).	Here,	 	Θ	 is	 the	 parameter	 to	 be	 optimized	 and	X	 is	 the	 input.	A	 loss	
function	should	be	used	to	optimize	this	process.	Log-likelihood	function	is	used	in	
logistic	regression	eq.	(2).	Here	m	is	the	number	of	samples	in	the	training	data,	yi is	
the	label	of	ith	sample,	and	pi	is	the	predicted	value	of	ith	sample.

(1)

(2)
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Naive Bayes
Named	after	Mathematician	Thomas	Bayes,	Naïve	Bayes	is	a	classification	and	

categorization	 algorithm.	Naïve	 Bayes	 aims	 to	 find	 the	 category	 or	 class	 of	 the	
data	given	 to	 the	 system	with	 a	 series	of	 calculations	 characterized	according	 to	
principles	of	probability.	

Naïve	Bayes	theorem	can	be	formulated	as	shown	in	eq.	(3).		Here	 	represents	a	
feature	from	the	feature	set,	 	is	the	possible	class	outcomes	or	prior	probability,	

 
is	the	posterior	probability,	 	is	likelihood	of	the	event	and	 	is	

the	evidence	of	the	occured	events.

(3)

Support Vector Machines
Support	Vector	Machines	(SVM)	is	a	supervised	learning	methods	generally	used	

in	classification	problems.	SVM	tries	to	find	a	hyperplane	that	separates	instances	
into	two	classes.	It	particularly	aims	to	position	this	hyperplane	with	the	maximum	
possible	margin	distance	for	the	points	of	both	classes.	It	performs	better	when	the	
margin	is	higher	and	lower	when	margin	is	minimal.	With	 	as	the	target	class,	 	as	
the	weight	vector,	 	as	the	input	vector	and	 	as	the	bias,	a	general	equation	for	SVM	
can	be	formulated	as	in	eq.	(4).	

(4)

SVM	 works	 well	 on	 small	 to	 medium	 data,	 but	 on	 complex	 datasets,	 low	
dimensions	 may	 not	 be	 sufficient	 to	 explain.	 For	 handling	 high	 dimensional	
computations,	different	kernel	functions	are	used	with	SVMs.	These	kernels	create	
different	perspectives	 for	 solving	complex	problems.	Examples	 to	 some	of	 these	
kernels	are	given	in	Figure	1.

(a) (b) (c)
Figure 1. Different	kernels	for	SVM.	(a)	Linear	kernel	(b)	RBF	kernel	(c)	Polynomial	kernel

K-Nearest Neighbors
K-nearest	neighbors	(KNN)	is	one	of	the	supervised	machine	learning	algorithms	

that	is	used	for	both	classification	and	regression	tasks.	The	KNN	classifier	determines	
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the	class	of	an	element	in	a	dataset	using	the	principle	of	majority	voting.	Here,	K	
denotes	the	number	of	nearest	neighbor	data	points	to	be	used	for	classification	or	
regression	task.	Figure	2	shows	an	example	of	KNN	classification	with	different	k	
values.	For	different	k	values,	assigned	class	of	the	datapoint	changes.

Figure 2. An	example	for	KNN	classification.	Yellow	circles’	class	is	red	if	k=3,	blue	if	k=5.

The	 measure	 of	 the	 neighborhood	 of	 the	 points	 to	 each	 other	 is	 calculated	
with	different	geometric	distances.	The	most	 common	distance	used	 for	KNN	 is	
Euclidean	 distance.	 There	 also	 other	 distance	metrics	 used	 for	 KNN	 specific	 to	
various	 tasks,	 such	as,	Manhattan	distance,	cosine	distance,	Jaccard	distance	and	
Hamming	distance

Decision Trees
Decision	trees	are	a	type	of	supervised	machine	learning	algorithms	that	are	used	

for	both	classification	and	 regression	 tasks.	As	 the	name	suggests,	decision	 trees	
are	 the	one	of	 tree-based	algorithms.	A	 tree-based	algorithm	 is	 formed	of	nodes,	
branches	and	leaves,	that	aims	to	facilitate	the	selection	process.	Nodes	serves	as	
decision	makers	by	evaluating	a	single	or	multiple	features	of	the	data.	Branches	
denotes	the	outcome	of	nodes.	Leaves	on	the	other	hand,	holds	a	class	label	for	the	
selected	path.	In	a	classification	scenario,	decision	trees	are	traversed	in	a	top-down	
fashion	through	nodes	ending	up	on	leaves.	

Random Forest
Random	forest	is	a	popular	machine	learning	algorithm	that	can	be	applied	to	

both	 regression	 and	 classification	 problems,	which	 yields	 satisfying	 results	 even	
without	hyper	param	evaluation.	Random	forest	is	an	ensemble	of	large	number	of	
decision	trees.	Each	decision	tree	is	trained	with	a	random	subset	of	both	dataset	
and	feature	set.	In	a	classification	problem,	predicted	class	is	found	with	majority	
voting.	In	a	regression	problem,	the	average	of	all	models	is	taken	as	the	target.	

In	 random	 forest,	 the	 training	 takes	 place	 on	 different	 data	 sets	 and	 feature	
sets.	 This	 adds	 variance	 to	 the	 selection	 process,	 therefore	 reducing	 the	 chance	
of	overfitting.	It	also	reduces	the	chance	of	finding	outliers	in	the	subsets	that	are	
created	with	the	bootstrap	method.	A	random	forest	classification	example	is	given	
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on	Figure	3.	Majority	voting	scheme	is	used	for	classification	task.

Figure 3. A	random	forest	example.	Classification	is	done	with	majority	voting.	Source	[17]		

MATERIAL
Dataset
We	have	 used	 publicly	 available	 heart	 failure	 prediction	 dataset	 in	 this	 study	

[16].	The	dataset	was	created	by	combining	publicly	available	datasets,	yet	those	
datasets	were	never	combined	before.	A	total	of	5	heart	datasets	from	different	sites	
are	combined	over	11	common	features.	Combined	datasets	are	available	under	UCI	
Machine	Learning	Repository	[18]	There	are	1190	total	observations	in	the	dataset.	
Removing	 272	 duplicated	 entries,	 final	 dataset	 composes	 of	 918	 observations.	
Attribute	information	of	observations	are	given	in	Table	1.

Correlated	variables	do	diminish	the	performance	of	the	model	by	overfitting.	
Therefore,	we	computed	a	pairwise	correlation	for	the	numerical	attributes	of	the	
dataset.	Figure	4	shows	the	correlation	plot	of	the	heart	failure	prediction	dataset.	
Heart	disease	has	a	high	negative	correlation	with	“MaxHR”	and	small	negative	
correlation	 with	 “Cholesterol”.	 It	 has	 positive	 correlations	 with	 “Oldpeak”,	
“FastingBS”	and	“RestingBP”.	Correlation	of	all	features	are	in	plausible	range	so	
we	did	not	drop	out	any	features.

Table 1.	Attribute	information	for	observations.

Attibute Information Value

Age	 age	of	the	patient	 Years

Sex sex	of	the	patient M:	Male,	F:	Female

ChestPainType chest	pain	type TA:	Typical	Angina,	ATA:	Atypical	Angina,	NAP:	Non-
Anginal	Pain,	ASY:	Asymptomatic

RestingBP resting	blood	pressure mm	Hg
Cholesterol serum	cholesterol mm/dl

FastingBS fasting	blood	sugar 1:	if	FastingBS	>	120	mg/dl,	0:	otherwise

RestingECG
resting	
electrocardiogram	
results

Normal:	Normal,	ST:	having	ST-T	wave	abnormality	
(T	wave	inversions	and/or	ST	elevation	or	depression	
of	>	0.05	mV),	LVH:	showing	probable	or	definite	left	
ventricular	hypertrophy	by	Estes’	criteria
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MaxHR maximum	heart	rate	
achieved Numeric	value	between	60	and	202

ExerciseAngina exercise-induced	
angina Y:	Yes,	N:	No

Oldpeak oldpeak	=	ST Numeric	value	measured	in	depression

ST_Slope the	slope	of	the	peak	
exercise	ST	segment Up:	upsloping,	Flat:	flat,	Down:	downsloping

HeartDisease	 output	class 1:	heart	disease,	0:	Normal

Figure 4. Pairwise	correlation	plot	for	numerical	attributes	of	the	dataset.

Metrics
We	used	five	metrics	for	evaluation	in	this	study.	TP	(True	Positive)	denotes	the	

number	of	 correctly	predicted	heart	disease	and	TN	 (True	Negative)	denotes	 the	
number	of	correctly	predicted	no	heart	disease.	FP	(False	Positive)	and	FN	(False	
Negative)	denotes	the	number	of	incorrectly	predicted	heart	diseases	and	no	heart	
diseases,	respectively.	By	employing	these	confusion	matrix	parameters,	we	have	
calculated	precision,	recall,	f1-score	and	accuracy	as	evaluation	metrics.	Equations	
for	these	metrics	are	given	in	eq.	(5)	to	eq.	(8).	We	employed	AUC	(Area	Under	
receiving	 operating	Characteristic)	 score	 as	 the	main	 classification	metric.	 ROC	
curve	 is	 a	 probability	 curve,	 plotted	with	TPR	 against	 FPR.	The	 area	 under	 the	
curve	is	denoted	as	AUC	score	and	is	an	interpreter	for	model	performance.	AUC	
is	more	robust	and	reliable	metric	for	classification	since	focuses	on	more	than	one	
aspect	of	classification.

(5)

(6)
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(7)

(8)

EXPERIMENTS
We	have	conducted	experiments	with	stratified	k-fold	cross	validation	setting.	

Stratification	is	made	according	to	target	labels,	thus	each	fold	had	same	number	of	
positive	and	negative	samples.	K	value	is	selected	as	5	and	same	seed	is	used	for	all	
experiments.	

The	 following	 algorithms	 are	 used	 for	 heart	 failure	 prediction:	 Logistic	
regression,	naïve	Bayes,	support	vector	machines,	k	nearest	neighbor,	decision	trees	
and	random	forest.	Parameters	for	each	of	the	algorithms	are	given	in	Figure	5.

Figure 5. Parameters	for	used	algorithms	in	the	study.

RESULTS AND DISCUSSION
The	 following	 9	 classifiers	 are	 used	 in	 the	 study:	 Logistic	 regression,	 Naïve	

Bayes,	 SVM-Linear,	 SVM-sigmoid,	 SVM-rbf,	 SVM-poly,	 K	 nearest	 neighbors,	
decision	trees	and	random	forest.	By	conducting	each	configuration	5	times,	a	total	
of	45	sessions	were	held	in	the	study.	Experimental	results	for	heart	failure	prediction	
with	the	mentioned	classifiers	are	given	in	Table	2.	AUC	is	used	as	primary	metric	
in	 the	 study.	AUC	 is	given	 for	 each	 fold	along	with	a	weighted	overall	 average.	
Precision,	 recall,	 f1-score	 and	 accuracy	 are	 calculated	by	 taking	 the	mean	of	 all	
folds.	
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Table 2. Experimental	results	for	heart	failure	prediction.	AUC	is	given	for	fold	wise	and	overall.	
Other	metrics	are	average	for	all	folds.

Algorithms
AUC Precision Recall F1 Accuracy

F1 F2 F3 F4 F5 overall % % % %
LR .880 .853 .813 .857 .739 .828 83.9 82.8 82.7 83.1
NB .860 .883 .807 .813 .815 .836 84.7 83.6 83.4 83.7
SVM-linear .869 .849 .813 .846 .733 .822 83.3 82.2 82.1 82.4
SVM-sigmoid .852 .756 .811 .804 .711 .787 78.8 78.7 78.6 78.8
SVM-rbf .910 .843 .813 .816 .735 .823 83.2 82.3 82.4 82.7
SVM-poly .897 .843 .797 .817 .735 .818 82.8 81.8 81.7 82.1
KNN .923 .848 .835 .829 .776 .842 84.9 84.2 84.2 84.5
DT .756 .777 .771 .745 .689 .747 75.5 74.7 74.2 74.5
RF .883 .839 .810 .815 .767 .814 82.8 81.4 81.3 78.0

Evaluating	Table	2,	KNN	algorithm	found	as	the	best	achieving	algorithm	with	
.842	AUC	score.	It	is	followed	by	naïve	bayes	(.836	AUC)	and	logistic	regression	
(.828	AUC)	by	a	small	margin.	SVM	kernels	displayed	similar	AUC	performance	
(rbf	 -	 .823,	 linear	 -	 .822,	 poly	 -	 .818)	 except	 sigmoid	 kernel.	 Sigmoid	 kernel	
displayed	relatively	low	performance	with	.787	AUC.	Tree-based	algorithms	showed	
somewhat	inferior	performance	to	non-tree-based	algorithms.	Especially,	decision	
tree	was	the	algorithm	with	the	lowest	performance	of	all	with	.747	AUC.	However,	
random	forest	algorithm	showed	somewhat	similar	performance	to	non-tree-based	
algorithms.	Random	forest	approach	with	 the	given	configurations	achieved	 .814	
AUC.	

We	believe	poor	achievement	of	the	decision	tree	algorithm	is	due	to	their	several	
shortcomings.	 Firstly,	 decision	 trees	 can	 be	 sensitive	 to	 distribution	 of	 the	 data.	
That	means	a	small	change	in	distribution	may	yield	an	exceptionally	different	tree.	
Secondly,	they	are	prone	to	overfitting.	This	is	more	evident	if	trees	are	too	deep	
then	in	should	be.	Pruning,	validation	and	early	stopping	can	be	used	to	overcome	
this.	 Finally,	 they	 face	 difficulties	 when	 predicting	 out	 of	 sample	 observations.	
Indeed,	correct	prediction	is	a	coin	toss	in	such	situations.	However,	random	forest	
approach	 overcomes	 these	 shortcomings.	 Random	 forest	 works	 with	 subsets	 of	
data,	thus	reducing	overfitting.	Ensembling	nature	also	helps	to	alleviate	bias	and	
variance	issues.	We	believe	success	of	random	forest	approach	is	due	to	advantages	
of	bootstrapping	and	ensembling.	

Random	forest	feature	importance	is	given	in	Figure	6.	The	feature	importance	
outlines	relevant	and	important	features.	It	gives	an	insight	about	the	features	and	
prioritizes	features	that	could	be	employed	in	some	other	classification	techniques.	
A	higher	value	means	more	important	feature.	

ST_Slope	 is	 found	 as	 the	 most	 important	 feature	 for	 assessing	 heart	 failure	
prediction	with	 .554	 importance.	 It	 is	 followed	 by	 Sex	 -	 .088,	 ChestPainType	 -	
.068,	and	FastingBS	–	.066.	The	rest	are	ExerciseAngina	-	.049,	Cholosterol	-	.046,	
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OldPeak	-	 .034,	RestingECG	-	 .027,	RestingBP	-	 .022,	MaxHR	-	022,	and	Age	-	
.019.	

Figure 6. Random	forest	feature	importance.

Comparison	with	existing	studies	on	heart	 failure	prediction	 is	given	 in	Table	
3.	Cheon	et	al.	[13]	used	several	different	algorithms	for	heart	failure	prediction	on	
KHNDS	dataset	[19].	They	found	DNN	as	the	best	achieving	classifier	with	.8343	
AUC	and	SVM	as	the	worst	achieving	classifier	with	.7151	SVM.	We	believe	this	
large	gap	is	due	to	inefficient	parametrization	of	the	proposed	algorithms.	Chun	et	
al.	[14]	used	CKB	dataset	[20]	for	heart	failure	prediction.	Authors	found	the	GBT	
as	the	best	achieving	algorithm	with	.8345	AUC	and	RSF	as	the	least	performing	
algorithm	with	.8290	AUC.	Their	study	sample	composes	of	half	million	patients,	
so	we	believe	all	of	the	algorithms	found	robust	enough	features	for	classification.	
Sailasya	and	Kumari	[15]	used	the	same	dataset	[16]	as	we	used	in	this	study.	They	
didn’t	present	AUC	scores	but	present	accuracies	in	their	study.	Their	best	and	worst	
performing	algorithms	were	naïve	bayes	with	82%	accuracy	and	decision	trees	with	
66%	 accuracy,	 respectively.	 Our	 decision	 trees	 approach	 also	 showed	 the	 worst	
performance	as	in	their	study	but	with	a	higher	accuracy	as	74.50%	and	AUC	as	
.8420.	Meanwhile,	our	KNN	approach	performed	better	than	other	approaches	with	
.8450	AUC.				



49CURRENT STUDIES IN ELECTRICAL ELECTRONICS AND COMPUTER ENGINEERING

Table 3.	Comparison	with	existing	studies	on	heart	failure	prediction	(ADB:	AdaBoost,	DNN:	Deep	
Neural	Network,	DT:	Decision	Trees,	GBT:	Gradient	Boosted	Tree,	GNB:	Gaussian	Naive	Bayes,	LR:	
Logistic	Regression,	MLP:	Multi	Layer	Perceptron,	KNN:	K	nearest	neighbor,	RF:	Random	Forest,	

RSF:	Random	Survival	Forest,	SVC:	Support	Vector	Machine)

Study Dataset Algorithms
Metric

Precision Recall F1 Acc AUC

Cheon	et	al.	
[13]

KNHDS	
[19]

RF 18.85 60.27 - 78.44 .7759

ADB 20.14 63.24 - 79.28 .7925

GNB 15.6 69.73 - 70.63 .7808

KNN 19.71 59.19 - 79.68 .7211

SVC 13.8 59.73 - 70.22 .7151

DNN 25.7 64.32 - 84.03 .8348

Chun	et	al.	
[14] CKB	[20]

RSF - - - - .8290

LR - - - - .8315

SVM - - - - .8305

GBT - - - - .8345

MLP - - - - .8315

Sailasya	and	
Kumari		[15]

Kaggle	
[16]

LR 77.5 77.5 77.6 78 -

DT 77.5 77.5 77.6 66 -

RF 72 73.5 72.7 73 -

KNN 77.4 83.7 80.4 80 -

SVM 78.6 83.8 81.1 80 -

NB 79.2 85.7 82.3 82 -

Proposed Kaggle 
[16]

LR 83.9 82.8 82.7 83.1 .828

NB 84.7 83.6 83.4 83.7 .836

SVM-linear 83.3 82.2 82.1 82.4 .822

SVM-sigmoid 78.8 78.7 78.6 78.8 .787

SVM-rbf 83.2 82.3 82.4 82.7 .823

SVM-poly 82.8 81.8 81.7 82.1 .818

KNN 84.9 84.2 84.2 84.5 .842

DT 75.5 74.7 74.2 74.5 .747

RF 82.8 81.4 81.3 78.0 .814
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CONCLUSION
In	 this	 study,	we	performed	heart	 failure	prediction	with	 the	help	of	machine	

learning	algorithms.	The	data	set	of	the	study	consists	of	918	observations.	Logistic	
regression,	 naive	 bayes,	 support	 vector	 machines,	 K	 nearest	 neighbor,	 decision	
trees,	 random	 forest	 algorithms	were	used	 for	heart	 failure	prediction.	K	nearest	
neighbor	algorithm	was	found	as	the	most	efficient	algorithm	with	.842	AUC	score.	
Meanwhile	decision	tree	classifier	was	the	worst	performer	with	.747	AUC	score.

CVDs	 are	 a	 leading	 cause	 of	 death	worldwide.	Therefore,	 early	 diagnosis	 of	
CVD	is	 important	for	preventive	measures.	More	accurate	predictions	may	assist	
experts	and	save	lives.	We	proposed	several	different	machine	learning	algorithms	
for	heart	failure	prediction	in	this	study.	Further	research	may	use	larger	databases	
with	diverse	machine	learning	algorithms	for	heart	failure	prediction.	
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INTRODUCTION
Assessment	and	inspection	of	 tunnels	are	crucial	and	should	be	prioritized	by	

structural	engineers	and	tunnel	owners.	In	order	to	preserve	and	track	the	structure’s	
health	currently,	and	throughout	its	life	cycle,	regular	inspection	is	required.	Early	
detection	of	structural	problems	can	help	to	ensure	that	the	structure	maintains	its	
integrity	 over	 the	duration	of	 its	 life.	Examples	of	 these	flaws	 include	 corrosion	
and	the	development	of	cracks	within	the	internal	sections	of	the	building.	Other	
problems	that	may	be	identified	earlier	with	the	outline	inspection	are	delamination	
of	 the	 tunnel	 surface	 and	 rebar	 corrosion.	 The	 early	 identification	 of	 flaws	 is	 a	
key	 benefit	 of	modern	 technologies	 including	Ground	Penetrating	Radar	 (GPR).	
The	effective	functioning	of	society	is	dependent	on	tunnel	structures,	which	have	
environmental,	 social,	 and	economic	aspects.	Since	 tunnel	 structures	play	a	vital	
role	 in	 society,	 it	 is	essential	 that	 they	are	well-maintained	and	 improved,	which	
requires	 accurate	 analysis.	 This	 demands	 the	 creation	 of	 robust	 mechanisms	 to	
facilitate	such	assessments.	Engineers	and	researchers	have	dedicated	much	 time	
to	 find	 the	 most	 accurate	 analysis	 and	 inspection	 mechanisms.	 In	 recent	 years,	
developments	 in	NDT	 (Non-Destructive	Testing)	 techniques	 have	 brought	major	
advances	in	testing	the	structural	integrity	of	structures.	NDT	is	the	most	favoured	
option	 because	 of	 its	 cost-effectiveness	 reliability	 and	 effectiveness.	 In	 addition,	
these	non-invasive	methods	have	increased	the	knowledge	of	engineers	conducting	
the	analysis,	allowing	a	more	detailed	insight	into	defects.	The	development	of	NDT	
mechanisms	of	assessment	led	to	further	improvement	and	development,	parallel	to	
an	improved	understanding	of	the	internal	structures	of	tunnels.

NDT	is	essentially	a	method	of	testing	for	defects	and	faults	without	causing	harm	
to	structures.	It	has	become	one	of	the	most	preferred	methods	for	monitoring	tunnel	
health	because	it	allows	remedial	repairs	without	the	need	for	extracting	samples.	
According	 to	 [1],	 rather	 than	 the	 assessment	 or	 survey	 of	 the	 overall	 structure,	
NDT	is	the	investigation	of	certain	aspects,	focused	on	a	particular	goal	[2].	Also	
known	as	the	impulse	radar	method,	NDT	is	particularly	crucial	for	measuring	and	
evaluating	masonry	and	tunnels.	As	a	result,	engineers	and	scientists	working	with	
NDT	are	now	widely	referred	to	as	‘geophysicists’.	GPR	is	a	system	implemented	
in	 superficial	 geology,	 facilitating	 the	mapping	of	 shallow	 structures	 using	 radio	
wave	 energies.	 It	may	 also	 be	 implemented	 in	 civil	 engineering	 for	 the	 imaging	
of	features	invisible	to	the	naked	eye,	such	as	foundations,	pipes,	land	mines,	and	
geological	layers.		GPR	is	a	key	instrument	utilized	in	modern	advanced	NDT	of	
structures	[3-5].

The	assessment	and	monitoring	of	structures	using	GPR,	however,	is	not	a	new	
approach.	GPR	has	previously	been	shown	to	be	effective	in	monitoring	of	tunnel	
surfaces	[6-9]	in	the	context	of:
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• Cover	length	of	Rebar
• Rebar	Assessment
• Crack	depth
• Moisture	ingress
• Delamination
• Location	of	beams	and	columns
• Cavities
• Tunnel	Abutments
The	antennas	used	in	GPR	technology	may	receive	or	transmit	signals	and	can	

be	used	for	creating	images	of	a	structure’s	subsurface	by	emitting	electromagnetic	
waves.	The	wide	band	signals	are	emitted	from	high	power	pulse	generators	[9].	
The	 technology	may	 also	make	 use	 of	 different	 frequencies	 for	 a	more	 accurate	
image	 of	 the	 subsurface	 [10-14].	 Low	 frequency	 signals,	 although	 able	 to	 reach	
deeper	 into	 the	 structure,	 cannot	 deliver	 high-resolution	 images.	High	 frequency	
signals,	on	the	other	hand,	produce	high	quality	images	but	are	unable	to	penetrate	
deeply.	An	effective	combination	of	 these	 therefore	can	 improve	 the	accuracy	of	
imaging.	The	GPR	technique	makes	use	of	electromagnetic	pulses,	which	interact	
with	the	subsurface	of	the	object	after	being	transmitted	via	a	source	antenna.	After	
interception	by	a	receiving	antenna,	the	reflected	signal	is	then	analysed	and	used	to	
construct	an	image	of	the	underlying	features	[14-20].

This	study	will	describe	case	studies	focused	on	the	application	of	different	GPR	
methods,	using	various	antennae	systems	in	the	assessment	of	conditions	of	tunnels.	
This	description	forms	part	of	a	wider	study	assessing	the	effectiveness	of	a	range	
of	NDT	methods	in	the	analysis	of	the	current	health	of	tunnels.	This	research	also	
provides	a	demonstration	of	and	discussion	of	 the	 technique’s	success	with	GPR	
for	 determining	 the	 structural	 integrity	of	 an	 extensively	utilized	 tunnel.	Various	
antennas	are	utilized	with	different	frequencies	and	application	methods	for	GPR	(2	
GHz	and	500	MHz	GPR	antennas).	The	goal	of	the	study	is	to	improve	knowledge	of	
structural	faults	and	to	identify	the	most	appropriate	instrument	for	such	work.	This	
research	will	show	how	GPR	mapping	functions	and	how	it	can	provide	valuable	
information	on	rebar	position	(lower	and	upper	reinforcement).	Additionally,	it	will	
demonstrate	how	such	methods	may	reveal	structural	details	that	may	otherwise	go	
unnoticed,	as	well	as	moisture	intrusion.

THEORETICAL BACKGROUND
Visual Inspection
Initially,	 a	 visual	 inspection	was	 completed	 using	 a	 high-definition	 camera,	 a	

hammer,	 crack	 gauges,	 a	 torch,	 and	 a	 ladder.	 Defects	 observed	 on	 the	 structure	
included	 exposed	 rebars	 in	 multiple	 locations,	 due	 to	 deterioration.	 Substantial	
concrete	repair	was	required	for	the	surface	spans	and	piers.	Due	to	the	very	poor	
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condition	 of	 the	 Span	 at	 the	 west	 end,	 intensive	 assessment	 is	 required	 before	
carrying	out	any	repair	or	remedial	work.	

The	 initial	 visual	 inspection	 involved	 no	 subsurface	 assessments	 or	 the	
investigation	of	 the	structure.	The	GPR	survey	was	carried	out	 in	order	 to	detect	
the	upper	 and	 lower	 rebar	 location	 and	 cover	depth,	 and	 to	 identify	 locations	of	
moisture	entry,	as	well	as	other	structural	flaws.

The GPR System and Survey
Electromagnetic	pulses	are	used	as	 the	basis	for	 the	basic	operation	of	GPRs,	

with	 some	 of	 the	 energy	 being	 reflected	 at	 subsurface	 contacts	 and	 some	 being	
transported	 into	deeper	 layers.	To	demonstrate	how	GPR	works,	Figure	1	 shows	
data	processing	for	an	electromagnetic	wave	[21,23].

Figure 1. GPR	operating	principles	[19,20]

Radargrams	and	 time	slices	are	 two	ways	 that	GPR	data	may	be	 shown	on	a	
computer	 screen	 in	various	combinations.	The	 radargrams	acquisition	position	 is	
depicted	in	Figure	2(a),	in	which	the	GPR	antenna	is	surveyed	in	the	x-way	while	
the	returned	signals	are	continually	recorded	on	a	computer.	The	time	slice	in	Figure	
2	(b)	shows	the	data	that	was	collected	on	a	shallow	lengthways	on	the	computer	
screen.	 Radargrams	 are	 recorded	 in	 the	 x-way	 and	 shown	 in	 the	 data	 in	 Figure	
2(c).	Figure	2(d)	shows	slices	taken	at	various	periods	and	various	depths	after	the	
completion	of	the	survey	on	the	designated	region	with	all	parallel	lines.
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(a) –	Radargram	schematic	diagram (b) –	Radargram	schematic	diagram

(c) –Radargram	side	view (d) –	Radargram	top	view
Figure 2. Radargram	schematic	diagram	[21,	23]

In	both	low-	and	high-frequency	GPR	antenna,	Figure	3	depicts	the	connection	
between	 resolution	 and	 penetration	 depth.	 Higher	 frequencies	 produce	 more	
resolution,	which	reduces	penetration	depth,	and	are	a	direct	 function	of	antenna	
frequency.	

Figure 3.	Summary	of	GPR	antenna	frequency	[23]

The	first	 antenna	was	 the	Conquest	 (2	GHz),	 specifically	 designed	 to	 inspect	
structure	 surfaces,	 providing	high	quality	 results	with	 easy	manoeuvrability.	The	
lightweight	antenna	provides	dense	sample	data,	allowing	the	production	of	high-
quality	tomography	along	with	3D	images	which	are	effective	in	the	interpretation	
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and	 analysis	 of	 results.	For	 the	 in-line	 survey	depicted	 in	Figure	4,	 two	 antenna	
types	were	used,	each	resonating	a	different	frequency.

(a) (b)
Figure 4. (a)	GPR	Installation	on	the	Site,	(b)	Case	Study	Survey	Area

In	 the	study,	 two	antenna	were	 tested:	 	 the	Noggin	(500MHz),	a	portable	and	
lightweight	GPR	antenna	with	a	lower	frequency	that	provides	data	of	poor	quality	
but	more	penetration,	and	the	Conquest	(2	GHz)	antenna,	which	offers	high	quality	
but	lower	deep	penetration.	Figure	5	depicts	GPR	survey	using	Conquest	(2	GHz)	
and	Noggin	(500MHz)	antennas.

Figure 5.	GPR	different	antennas:	with	Conquest	(2	GHz)	Antenna	(left);	Noggin	(500	MHz)	
Antenna	(right)	[22]	

The Survey
The	GPR	was	then	positioned	and	moved	along	grid	lines.	The	grid	location	was	

referenced	 through	 the	 recording	of	coordinates	 relative	 to	a	fixed	 location.	This	
was	acted	upon	with	extreme	care	to	ensure	the	greatest	possible	accuracy.	Care	was	
taken	to	move	the	GPR	along	both	T	and	L	axes.	The	surface	area	of	the	structure	
surface	used	in	the	survey	spanned	approximately	(3m	x	2m)	x	4	(Figure	6).
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Figure 6. View	of	the	survey	area	in	a	plan

RESULTS AND DATA PROCESSING
Data processing procedure
The	 data	 files	 derived	 from	 the	 survey	were	 then	 processed	 using	View	 data	

software	provided	by	Conquest,	which	showed	data	in	the	form	of	2D	tomography	
of	 internal	 structure	 layers,	 along	with	3D	views	of	volume.	The	 results	derived	
from	transversal	and	longitudinal	axes	were	merged	on	the	same	tomographic	plane	
to	increase	the	reliability	of	results.

The	analysis	entailed	filtering	data,	estimating	the	measure	of	the	propagation’s	
speed	of	EM	waves	over	hyperbolic	fitting,	and	finally,	 focusing.	 	The	shallower	
rebar	 layer	 was	 automatically	 extracted	 through	 the	 processed	 data	 sets.	 These	
sets	also	facilitated	the	examination	of	the	backscattered	sign	of	the	rebar,	and	the	
guide	removal	of	rebar	at	the	shallower	layers.	The	data	derived	from	the	GPR	was	
processed	and	displayed	as	B-scan,	representing	a	top-down	view	of	the	surveyed	
region.

The	surface	was	divided	into	4	interconnected	zones	in	order	to	scale	down	the	
operation,	and	to	increase	the	accuracy	of	results.	Another	reason	for	this	division	
was	to	prevent	disruption	to	the	flow	of	traffic	across	the	structure	during	testing.	
The	suggested	zone	layout	of	the	building	for	survey	purposes	is	shown	in	Figure	7.
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Figure 7. Cross	section	of	the	GPR	survey

It	is	possible	that	the	appearance	of	the	highlighted	characteristics	was	caused	by	
moisture	seeping	through	the	surface.	This	can	be	attributed	to	the	exterior	cracks	
noticed	during	 the	 initial	visual	 examination	of	 the	 structure.	A	 recommendation	
made	to	the	structure	owners	was	that	one	of	the	highlighted	areas	should	be	exposed	
for	 the	verification	of	 the	presence	of	moisture	and	concrete	delamination	 in	 the	
lower	part	of	the	structure.	

Figure 8. 3D	and	2D	GPR	processed	data
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The	above	Figure	8	display	the	vertical	sliced	data	derived	from	the	surveyed	
area	with	2GHz	antennae	 from	 the	 surface	 to	 the	 surface.	Notable	 features	have	
been	highlighted.

CONCLUSIONS
For	the	objectives	of	this	study,	it	was	necessary	to	gather	and	analyse	a	sizable	

amount	 of	 raw	 data	 from	 different	 GPR	 antennas	 applied	 to	 assess	 the	 depth	
position,	rebar	spacing,	and	shotcrete	thickness.	Both	systems	revealed	two	layers	
of	rebar	beneath	the	concrete	cover	layer,	whose	existence	was	not	indicated	in	the	
accessible	design	drawings.	Two	separate	antenna	 frequencies	were	employed	 to	
identify	all	 the	remains	 in	order	 to	maximize	penetrative	depth.	Therefore	 it	was	
possible	to	create	a	more	detailed	3D	visualization	of	the	survey	area	using	the	GPR	
data.	First	time	slices	were	used,	however	it	was	seen	that	these	were	insufficient	to	
give	a	clear	image	to	those	unfamiliar	with	GPR	images.	It	was	therefore	decided	
to	use	image	processing	to	create	a	detailed	image	of	the	remains.	Due	to	the	scope	
and	limitations	of	this	study,	it	is	not	possible	to	display	the	complete	data	here.	The	
data	provided	has	been	selected	for	its	ability	to	show	the	effectiveness	of	GPR,	as	
the	preferred	technique	in	structure	analysis	and	inspection	for	defects	which	would	
otherwise	be	undetectable	using	other	methods.	In	spite	of	this	achievement,	caution	
should	be	exercised	in	utilizing	this	antenna	to	locate	lower-lying	supports,	due	to	
its	relative	lack	of	penetrative	depth	compared	to	a	lower-frequency	antenna.
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INTRODUCTION
Perfect	 electromagnetic	 (EM)	 wave’s	 absorbers	 are	 the	 main	 components	 in	

many	developments.	For	example	EM	energy	harvesting	systems	 rely	on	perfect	
absorbers	 in	 a	 specified	 frequency	 range.	Wearable	 applications	 based	 on	 smart	
textiles	also	require	the	development	of	perfect	absorbers	[1].	These	requirements	
can	 be	 met	 by	 employing	 metamaterials	 (MM)	 and	 taking	 advantage	 of	 their	
numerous	applications	at	various	operating	frequencies.

MMs	 are	 artificially	 engineered	 materials	 formed	 by	 combining	 conductive	
resonant	 cells	 arranged	 in	 periodic	 or	 aperiodic	 geometries	 [2].	MMs	with	 their	
extraordinary	capabilities	have	emerged	as	candidates	for	the	development	of	perfect	
absorbers	[3,	4].	However,	up	to	now	most	of	the	suggested	studies	and	designs	of	
metamaterial	absorbers	(MMA)	are	not	fulfilling	the	needs	for	the	aforementioned	
applications	in	terms	of	the	operation	bandwidth,	compactness,	stability,	lightness,	
size,	absorption	rate,	cost,	ease	of	manufacture	and	flexibility	in	integration.	

Smart	 textiles	 or	 electronic	 textiles	 are	 fabrics	 that	 allow	 electronic	 system	
components	such	as	sensors,	antennas,	and	electric	circuits	to	be	integrated	within	
their	 structures.	They	 are	 being	 used	 in	many	 new	developments,	 such	 as	 smart	
clothing,	wearable	health	monitoring	technologies,	and	wearable	computing	projects	
[5].	Passive	and	active	system	components	can	be	easily	implemented	within	the	
structure	of	the	textile	substrates.	For	example,	electronics	such	as	diodes,	and	solar	
cells,	 conductors	 and	 resistors	 or	 transistors	 can	 be	merged	within	 the	 structure	
[6].	Possible	applications	include	health	monitoring,	smart	cars,	energy	harvesting,	
and	 military	 protective	 clothing,	 antennas,	 sensors,	 wireless	 power	 transfer	 and	
electromagnetic	cloaking	[7-12].

The	 flexibility	 offered	 by	 smart	 textiles	 in	 terms	 of	 low	 profile,	 lightweight,	
and	 easy	 integration	 presents	 an	 opportunity	 to	 design	 competitive	 systems	 and	
especially	 electromagnetic	 absorbers.	 Recently	 obtained	 results	 of	 textile-based	
absorbers	play	an	important	role	in	the	development	of	future	systems.

The	aims	of	 the	current	 study	are	 three	 folds:	 (1)	 to	 review	and	compare	our	
developed	MMS	based	on	symmetric	and	asymmetric	cells	in	terms	of	bandwidth	
and	absorptivity	rates,	(2)	to	compare	the	behavior	of	metamaterials	absorbers	on	
different	PCB-	and	textile-	based	materials,	(3)	presenting	a	technique	for	bandwidth	
enhancement	 of	 narrow	 band	 metamaterials	 with	 the	 use	 of	 lumped	 elements	
approach.	

In	section	2,	the	theoretical	background	of	metamaterials	is	illustrated.	In	section	
3,	 the	 designs	 of	 different	 MMA	 cells	 are	 presented.	 Section	 4	 focuses	 on	 the	
obtained	results	and	the	analysis	of	the	proposed	designs.	Section	5	concludes	the	
current	work.
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THEORETICAL BACKGROUND
MMs	can	be	classified	into	four	different	groups	according	to	their	permittivity	and	

permeability	values	as	shown	in	Fig.	1.	The	MM	effective	medium	is	characterized	
by	 a	 complex	 permittivity	 	 and	magnetic	 permeability	 	 as	 given	 by	Eqs.	 1-2.	
The	permittivity	and	permeability	define	the	refractive	index	of	the	material	n,	the	
characteristic	impedance ,	and	the	wave	number	k	as	given	in	Eqs.	3-5.	

ε

air

air

air

air

ε < 0, µ > 0

ε < 0, µ < 0

No transmission

No transmission
ε > 0, µ < 0

ε > 0, µ > 0
n= +

n= -

ENG DPS

DNG MNG

Dielectric 
materials

Plasma & Wire 
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Figure 1. Electric	and	magnetic	classification	of	materials	Source	[13]
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n	=	 												 		 	 	 	 	 	 												(3)

																																														 	 	 	 	 												(4)

																					 	 	 	 	 	 												(5)

where	ε1	and	μ1	 ,k0	are	 the	real	components	of	 the	permittivity,	permeability,	and	
the	free-space	wave	number,	respectively.	The	values ε2	and	μ2	correspond	to	the	
imaginary	parts,	they	define	the	dielectric	losses	of	energies.	Both,	the	permittivity	
and	permeability	are	functions	of	the	frequency	w.	The	dielectric	losses	are	increasing	
with	the	increase	in	the	frequency	w.	It	is	important	to	note	that,	the	signs	of	the	real	
values	ε1	and	μ1	indicate	whether	the	metamaterials	are	left-handed	or	right-handed	
material	[14].

Materials	with	positive	permittivity	and	permeability	values	(ε1	>	0,	µ1	>	0)	are	
considered	as	double-positive	(DPS)	materials.	Materials	with	permittivity	values	
less	than	zero	and	permeability	value	greater	than	zero	(ε1	<	0,	µ1	>	0)	are	termed	
as	epsilon	negative	(ENG)	metamaterials.	Materials	with	permittivity	value	greater	
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than	 zero	 and	 permeability	 values	 less	 than	 zero	 (ε1	 >	 0,	 µ1	 <	 0)	 are	 termed	 as	
mu-negative	 (MNG)	 metamaterials.	 As	 aforementioned,	 materials	 with	 both	
negative	 electric	 permittivity	 and	 magnetic	 permeability	 are	 termed	 as	 double-
negative	 (DNG)	 metamaterials.	 Natural	 materials	 cannot	 exhibit	 both	 negative	
permeability	and	permittivity	values	and	this	class	is	only	possible	with	artificially	
tailored	engineering	methods.	Silver,	gold,	and	aluminum	display	negative	ε1	only	
and	resonant	ferromagnetic	systems	display	negative	µ1	at	optical	frequencies	with	
narrow	bandwidths.

The	 first	 ENG	 materials	 at	 the	 microwave	 frequencies	 were	 experimentally	
verified	by	J.	Pendry	and	his	colleagues	[15].	They	periodically	placed	an	array	of	
thin	wires	with	radius	r	and	a	unit	cell	side	length	a.	Furthermore,	they	explained	
that	if	the	incident	electromagnetic	wave’s	wavelength	coming	through	the	structure	
is	larger	than	the	unit	cell	side	length	(λ	>>	a),	where	the	behavior	of	the	material	
gains	its	properties	from	the	developed	structure	not	from	the	constituent	materials.	
Electromagnetic	waves	 can	 be	manipulated	 by	 adjusting	 the	 cell	 geometry,	 size,	
orientation	and	distribution.	With	these	parameters,	extraordinary	behaviors	can	be	
developed,	for	example,	perfect	absorbers,	perfect	reflectors	or	perfect	transmitters.

The	performance	of	the	MM	absorber	is	subjected	to	the	incoming	plane	waves	
and	their	divisions	into	reflection,	transmission	and	absorption	coefficients.	A	MM	
structure	of	periodically	arranged	metallic	elements	 is	 responsible	 to	provide	 the	
Ohmic	losses	for	an	effective	medium	that	matches	the	impedance	of	the	free	space.	
In	addition,	traditional	bulky	absorbers	prevent	the	transmission	of	electromagnetic	
waves,	 they	either	absorb	or	reflect	waves.	On	contrary,	MM	with	a	ground	load	
behaves	as	an	absorber	or	reflector	or	transmitter	based	on	the	frequency	of	operation	
and	the	equivalent	circuit	of	the	unit	cell	of	its	structure.

The	EM	absorption	rate	is	related	to	the	reflection	and	transmission	coefficients	
as	given	by	Eq.	6.	The	absorption	rate	 	is	computed	as:

					 	 																										(6)

where,	 	 and	  represent	 the	 power	 reflection	 and	
transmission	coefficients.	 If	 the	 reflection	coefficient	and	 transmission	coefficient	
are	equal	or	close	to	zero,	the	absorption	rate	will	be	very	close	to	100%.	

PROPOSED DESIGNS
The	 current	work	 is	 based	 on	 previously	 developed	 designs	 by	Akarsu	 2022	

[13].	Several	PCB-	and	textile-based	MMAs	are	proposed	and	discussed	for	UWB	
applications.	For	the	sake	of	detailed	comparison,	we	consider	both	symmetric	and	
asymmetric	unit	cell	geometries.	

Symmetric Cell Geometries
Textile-based	 absorbers	 are	 suggested	 and	 optimized	 for	 energy	 harvesting	

applications	in	the	frequency	range	from	16.4	GHz	to	22.6	GHz.	The	design	consists	
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of	a	 top	ground	 layer	of	Copper	annealed,	a	 felt	dielectric	 layer	and	beneath	 it	a	
ground	layer.	On	the	top	of	the	substrate,	the	Copper	is	etched	to	form	an	air-filled	
structure	of	two	resonators,	the	first	resonator	is	a	Jerusalem	cross	surrounded	with	a	
second	square	ring	resonator	as	shown	in	Fig.	2	with	the	parameters	listed	in	table	1.

Figure. 2.	The	proposed	unit	cell	(a)	front	view	(b)	back	view

Table 1. Dimensions	of	the	cell	design

Parameter A K L W1 W2 G

Value (mm) 17 14.6 9 1.2 0.2 0.2

Asymmetric Geometries
In	this	part,	an	asymmetric	MMA’s	unit	cell	as	taken	from	[13]	is	considered	and	

used	for	a	comparison	with	other	designs.	The	cell	design	is	depicted	in	Fig.	3	and	
the	parameters	are	listed	in	Table.	2.	Maximum	electromagnetic	wave	absorption	
rates	 can	 be	 achieved	 when	 the	 impedance	 of	 the	 developed	MMA	 structure	 is	
perfectly	matched	with	 that	of	 the	 free	 space.	The	 reflection	coefficients	 and	 the	
absorption	rates	are	computed	according	to	Eq.	3.	The	design	of	the	unit	cell	consists	
of	 three	 layers	 of	 an	 optimized	 geometry	 of	 patch	 structure;	 a	 substrate	 layer	 is	
placed	between	the	patch	and	the	ground	layer.	The	ground	layer	is	Copper	with	a	
thickness	of	0.04	mm	and	with	a	conductivity	value	of	5.96	x107	S/m.	

In	this	study,	the	following	different	substrates	are	considered	with	the	following	
physical	properties: 

(1)	PCB-based	FR-4	with	a	thickness	of	1.2	mm,	a	relative	dielectric	constant	of	
εr	=	4.4,	and	a	dielectric	loss	tangent	of	tan	δ	=	0.02.	

(2)	Rogers	RT5880	substrate	with	a	thickness	of	1.575	mm,	a	relative	dielectric	
constant	of	εr =	2.2	with	a	dielectric	loss	tangent	of	tan	δ=	0.0009.		

(3)	Three	different	textile	fabrics,	namely,	Felt	(εr	=1.22,tan	δ=	0.016),	Denim	(εr 
=1.7,tan	δ=	0.025),	and	Polyster	(εr	=	1.9,tan	δ=	0.0045).	

The	 unit	 cell	 of	 the	 design	 is	 depicted	 in	 Fig.	 3	 and	 the	 optimized	 design	
parameters	are	listed	in	Table	2.	The	Finite	Difference	Time	Domain	(FDTD)	method	
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is	employed	to	perform	the	numerical	plane	wave	simulation	and	the	optimization	
for	the	considered	designs.

Figure 3. The	proposed	G&S	MMA	design	
Table 2. The	optimized	design	parameters	of	the	design

Parameter Name L1 L2 L3 L4 L5
value (mm) 0.26 1.46 1.20 1.20 0.43
Parameter Name L6 L7 L8 L9 L10
value (mm) 0.69 0.26 0.94 1.20 3.44
Parameter Name L11 L12 L13 L14 L15
value (mm) 1.20 0.63 0.43 0.63 0.26
Parameter Name L16 L17 L18 L19 L20
value (mm) 1.41 0.94 1.15 0.43 1.46
Parameters L21 L22 Wsub Lsub Hsub
Value (mm) 1.461 1.719 4.540 2.771 1.575

Bandwidth Enhancements
It	is	widely	accepted	that	symmetric	unit	cells	resonate	within	narrow	band	ranges	

but	they	are	easier	to	fabricate	and	reproduce	in	addition	to	their	good	efficiencies	
at	different	polarization	angles	and	different	angles	of	incidence	[16,	17]	compared	
to	the	asymmetric	designs.	

Akarsu	[13]	has	developed	a	symmetric	unit	cell-based	metamaterial	absorber	
for	mm-wave	applications.	The	geometry	of	the	unit	cell	is	developed	by	combining	
symmetrical	octagonal	 cut	 rings	and	octagonal	 ring	patch	geometry	printed	on	a	
10	x	10	mm	grounded	layer	with	a	Rogers	RT5880	substrate	(relative	permittivity	

	=	2.2	and	dielectric	loss	tangent	of	tan	δ	=	0.0009).	The	copper	layer	has	a	
0.035	mm	thickness	and	conductivity	of	5.96	x	107	S/m.	The	enhancement	of	the	
absorption	bandwidth	of	 the	MMA	design	 is	 achieved	by	 the	use	of	 a	 technique	
based	on	lumped	elements.	The	proposed	MMA	design	can	be	seen	in	Fig	4	with	the	
dimensions	listed	in	Table	3.
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Figure 4. The	developed	octagonal	absorber.	Design	iterations	(top)	and	the	final	design	iteration	
with	parameters	(bottom)

Table 3. Dimensions	of	the	proposed	octagonal	MMA.

Parameters Ra1 Ra2 Ra3 W L

Value (mm) 2.161 3.500 4.725 0.919 10.000

RESULTS AND DISCUSSIONS
Symmetric Cell Geometry
This	 section	 is	 devoted	 to	 exploring	 the	 results	 for	 the	 symmetric	 design	 as	

depicted	in	Fig.	2.	As	shown	in	Fig.	5,	maximum	absorption	rates	are	achieved	at	
three	different	frequency	bands,	namely,	(16.54-17)	GHz,	(18.36-18.85)	GHz	and	
(22.32-22.6)	GHz.	The	absorption	rates	are	about	99.8%,	96.5,	and	99.7%	at	16.7	
GHz,	18.6	GHz,	and	22.4	GHz,	respectively.	The	developed	absorber	is	designed	
on	Felt	material	and	is	very	suitable	for	integration	into	wearable	applications.	It	is	
important	to	note	here	that	the	obtained	absorption	bandwidth	is	not	as	wide	as	that	
obtained	from	asymmetric	cell	geometries.

Figure 5. Absorptivity	and	reflectivity	of	the	proposed	cell
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Asymmetric Cell Geometry
Concerning	 the	 asymmetric	 absorbers	 depicted	 in	 Fig.	 3,	 the	 responses	 of	

different	textile-based	fabrics	are	shown	in	Fig.	6.	The	reflections	and	normalised	
absorptions	are	presented.	The	obtained	absorption	bandwidths	from	all	fabrics	are	
the	 ultra-wideband.	 The	 obtained	 fractional	 bandwidths	 of	 the	 three	 Fabrics	 are	
42.834%,	43.65%,	42.828%	for	Polyester,	Denim	and	Felt,	respectively.
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Figure 6.	The	reflection	coefficients	(left)	and	normalized	absorption	rates	(right)																																			
of	different	textile	Fabrics	[13]

A	comparison	with	other	studies	as	shown	in	Table	4	depicts	that	the	asymmetric	
cell-based	designs	on	Felt	fabric	can	achieve	an	absorption	fractional	bandwidth	of	
about	43%.	In	addition,	the	current	design	is	more	compact	in	size	and	the	average	
absorption	rates	reach	about	99%.	

It	can	be	shown	that	asymmetric	cell	geometries	can	offer	a	more	compact	size.	
The	currently	optimized	geometry	offers	about	2.77	wider	bandwidth	compared	to	
the	design	in	the	first	study	and	about	13.34	times	wider	bandwidth	in	comparison	
to	the	second	study	as	listed	in	table	4.

Table 4.	A	comparison	with	related	previous	studies	for	the	Felt	material.

Frequency Band
(GHz)

Absorption Fractional 
Bandwidth

Absorptivity
(%)

Unit Cell 
Size (mm3) References

9.00–10.50 15.43	% ≈	90 30	x	30	x	1.0 [18]

4.90	-5.06 3.21	% ≈	99 18	x	18	x	2.0 [19]

23.11-23.92

32.32-49.44

3.44	%
&

42.828	%
≈	99 4.5	x	2.7	x	

1.0
Current	
Design

Moreover,	different	substrate	types	are	considered	in	the	current	work,	namely,	
conventional	 rigid	 PCB-based	 and	 textile-based	 MMA.	 Table	 5	 illustrates	 a	
comparison	between	traditional	PCBs	(FR-+	and	RT-5880)	and	a	Felt	material	as	a	
textile	fabric.
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Table 5.	Absorption	bandwidth,	absorptivity	rates,	cell	size	and	substrate																																									
thickness	for	different	dielectric	materials.

Substrate
Resonance
Frequency

(GHz)

Absorption
Fractional
Bandwidth

Absorption 
rates
(%)

Cell Size 
(mm2)

Substrate
Thickness (mm)

FR-4 18-26	 36.36	% ≈	96 4.5x2.7 1.2

RT-5880 21-30	 35.29	% ≈	99 4.5x2.7 1.575

FELT 32.32-49.44	 41.87	% ≈	99 4.5x2.7 1.0

The	obtained	fractional	bandwidths	from	the	three	different	dielectric	materials	
are	 36.4%,	 35.30%,	 41.87%	 for	 FR-4,	 Rogers	 RT5880	 and	 Felt,	 respectively.	
It	 is	 clearly	 seen	 that	 all	 substrates	 are	wideband,	 this	 is	due	 to	 the	 fact	 that	 the	
cell	 geometry	 is	 asymmetric.	The	Felt	 fabric	 provides	 an	 ultra-wideband	 feature	
compared	to	other	dielectrics.	As	stated	in	Table	5,	average	absorption	rates	of	about	
99%	are	achieved	with	the	Rogers	and	Felt	substrates	while	for	the	FR-4	substrate,	
an	average	value	of	96	%	is	obtained.	This	is	due	to	the	higher	dielectric	losses	of	the	
FR-4	material.	But	it	is	important	to	indicate	that	even	with	a	thin	structure	of	Felt,	
the	achieved	absorption	bandwidth	is	higher	than	others.	With	the	target	to	achieve	
stable	absorptivity	rates	and	common	bandwidth	over	different	angles	of	incidence.	
The	 reaction	 of	 one	 of	 the	 developed	 designs	 (asymmetric	 design)	 is	 examined	
against	oblique	angles	range	in	the	range	of	θ	=	0°-15°-30°.	In	this	part.	As	shown	
below	in	Fig.	7,	the	increase	in	incident	angles	affects	the	reflection	coefficients	and	
average	absorption	rates.	
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Figure 7.	The	effect	of	the	incident	angles	on	the	reflection	coefficients	(left)	and	normalized	
absorption	rates	(right)	for	a	textile-based	G&S	MMA

The	average	absorption	rate	is	about	99%	for	an	incident	angle	of	θ	=	0°.	The	
absorption	rates	are	slightly	decreasing	but	still	above	95%	for	incident	angles	in	
the	range	between	θ	=	0	–	15	degrees.	A	noticeable	decrease	is	obtained	for	an	angle	
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of	30o.	It	is	important	to	note	that	a	common	bandwidth	of	approximately	5	GHz	is	
achieved	with	an	average	absorptivity	rate	of	about	95%.	

Bandwidth Enhancement of Symmetric Design
For	the	case	of	bandwidth	enhancement	of	a	symmetrical	unit	cell	as	depicted	in	

Fig.	4,	the	computed	reflection	and	absorption	coefficients	are	illustrated	in	Fig.	8.	
Two	cases	are	considered	for	a	textile	material	with	and	without	lumped	resistors.	
As	shown	in	Table	6,	one	can	achieve	a	noteworthy	enhancement	in	the	absorption	
rate	and	the	bandwidth	of	symmetric	cell	geometries	by	the	use	of	lumped	elements.	
A	Parametric	sweep	of	the	resistive	values	showed	that	values	of	R1	=	R2	=	R3	=	
R4	=	220	Ω	and	R5=R6=R7=R8	=	370	Ω	are	optimal	to	achieve	the	widest	band	
width	with	maximum	absorption	rates.	The	use	of	 lumped	resistors	enhances	 the	
fractional	bandwidth	by	a	factor	of	about	187.	The	consideration	of	resistive	lumped	
elements	also	increases	the	absorption	rates	to	values	on	the	average	of	about	98%.	
The	proposed	approach	is	vital	for	much	structural	health	monitoring	and	inspection	
applications	[20,	21].

                   

24 25 26 27 28 29 30 31 32

Frequency [GHz]

0

0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 A
bs

or
pt

io
n

Without Lumped
With Lumped

24 25 26 27 28 29 30 31 32

Frequency [GHz]

-35

-30

-25

-20

-15

-10

-5

0

R
ef

le
ct

io
n 

C
oe

ffi
ci

en
t [

dB
]

Without Lumped
With Lumped

Figure 8. Reflection	coefficients	(left)	and	normalized	absorption	rates	(right)	of	an																											
MMA	with	and	without	consideration	of	lumped	elements	[8].

Table 6.	The	fractional	bandwidth,	absorptivity	rates	and	unit	cell	size	of	an																																							
MMA	with	and	without	consideration	of	lumped	elements	[8].

MMA Type Frequency Range 
(GHz)

Fractional 
Bandwidth

Absorptivity
(%)

Unit Cell Size
(mm3)

Without	Lumped 26.872-26.90	 0.104	% ≈	93.5 10	x	10	x	1.575
With	Lumped 25.959-31.57 19.50	% ≈	98 10	x	10	x	1.575

CONCLUSIONS
Different	MMA	absorbers	are	developed	based	on	PCB-	and	textile	dielectrics	

for	5G	and	mm-wave	applications.	Different	cell	geometries	are	considered,	 they	
are	mainly	symmetric	and	asymmetric	in	shape.	Moreover,	the	effect	of	the	angle	
of	incidence	of	the	upcoming	plane	wave	is	considered.	The	design	parameters	are	
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optimized	for	maximum	absorptivity	rates	and	maximum	bandwidths.	The	following	
points	conclude	our	study:	

•	 Asymmetric	 textile-based	 designs	 have	 been	 shown	 to	 possess	 the	widest	
bandwidth	 property	 with	 average	 absorptivity	 rates	 of	 around	 98%.	 The	
achieved	-10	dB	reflective	fractional	bandwidths	are	about	42.828%,	43.65%,	
and	42.834%	for	Felt,	Denim	and	Polyester,	respectively.	

•	 A	symmetric	design	based	on	Jerusalem	cross	and	square	ring	exhibit	three	
resonance	bands,	(16.54-17)	GHz,	(18.36-18.85)	GHz	and	(22.32-22.6)	GHz.	
The	achieved	absorption	peaks	are	99.8%,	96.5%	and	99.7%,	respectively.

•	 The	 narrow	 bandwidths	 of	 symmetric	 cell	 geometries	 can	 be	 enhanced	 in	
terms	 of	 absorption	 bandwidths	 and	 rates	 by	 the	 use	 of	 lumped	 elements.	
Nearly	a	factor	of	187	increase	in	the	fractional	bandwidth	is	obtained	with	
average	absorption	rates	of	about	98%.	

•	 The	effect	of	the	angle	of	incidence	on	the	MMA	absorption	rates	is	studied	
for	the	asymmetric	design.	The	absorption	rates	are	on	average	around	99%	
for	incident	angle	θ	=	0o.	A	common	bandwidth	of	approximately	5	GHz	is	
achieved	with	an	average	absorptivity	rate	is	about	95%.	
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INTRODUCTION
As	the	living	standards	of	human	beings	increase	with	the	developing	technology	

in	our	world,	an	increase	is	observed	in	the	damage	to	nature.	The	most	obvious	
consequences	of	 this	 are	global	warming,	 air	pollution	 in	big	 cities,	pollution	of	
groundwater,	 etc.	 Mankind	 has	 identified	 this	 damage	 to	 increase	 the	 level	 of	
welfare	and	has	developed	approaches	to	protect	nature,	especially	in	recent	years.	
Undoubtedly,	 one	of	 the	most	 important	basic	needs	of	human	beings	 is	 energy.	
Various	 types	 of	 energy	 are	 needed	 for	 many	 actions	 such	 as	 the	 operation	 of	
machines,	heating	of	houses,	and	lighting	of	streets.	Electrical	energy	is	indispensable	
for	our	age.	Fossil	fuels	have	been	used	for	centuries	to	obtain	electrical	energy,	and	
a	negative	 result	has	been	encountered,	 leading	 to	global	warming.	Studies	have	
shown	that	carbon	emissions	do	not	occur	only	during	energy	production.	Billions	
of	internal	combustion	and	fossil	fuel-powered	vehicles	in	the	world	emit	carbon	to	
nature.	In	[1],	the	consequences	of	fuel	use	and	the	effects	of	CO2	emissions	on	the	
environment	have	been	evaluated	in	detail.	

The	fossil	fuel	reserves	in	the	world	are	rapidly	depleting	and	the	number	of	
internal	 combustion	 engine	 vehicles	 continues	 to	 increase	 with	 the	 increasing	
world	 population.	With	 this	 increasing	 number	 of	 vehicles,	 serious	 risks	 have	
emerged,	especially	 in	 terms	of	 the	environment.	According	to	 the	study	by	[2],	
considering	passenger	cars	in	China,	the	level	of	greenhouse	gases	emitted	from	
internal	 combustion	 engines	 will	 increase	 to	 810	 megatons	 of	 carbon	 dioxide	
(CO2)	by	2027.

Researchers	 have	 researched	 the	 types	 of	 vehicles	 that	 can	 replace	 fossil	
fuel	 vehicles	 by	 revealing	 the	 harms	 of	 fossil	 fuel	 vehicles	 to	 the	 environment.	
According	to	current	technology	and	economic	parameters,	it	has	been	seen	that	the	
most	suitable	vehicle	model	is	electric	vehicles	(EVs).		With	the	focus	on	electric	
vehicles,	it	was	necessary	to	produce	many	technologies	in	this	field.	Based	on	this,	
some	studies	have	been	conducted	on	the	safety	of	electric	vehicles,	including	better	
acceleration	and	braking,	driver	safety,	comfort,	and	reduced	power	usage	[3].	The	
use	of	EVs,	whose	price	has	decreased	with	the	developing	technology,	has	become	
widespread	 in	many	countries.	For	example,	 the	EVs	vehicle	market	has	already	
reached	28.8%	in	Norway,	6.4%	in	the	Netherlands,	and	1.4%	in	China	[4].

Net	CO2	emissions	 are	decreasing	as	 the	 transition	 from	 internal	 combustion	
engines	to	EVs	accelerates.	In	addition,	with	the	replacement	of	internal	combustion	
fossil	 fuel	 vehicles	 by	 EVs,	 the	 number	 of	 nitrogen	 oxides	 released	 into	 the	
environment	will	decrease	[5].	According	to	Michaelides’	study	[6],	it	is	estimated	
that	the	average	CO2	avoidance	will	be	around	16,24%	in	the	whole	world	with	the	
transition	to	EVs	under	current	conditions.

The	spread	of	EVs	is	especially	encouraged	by	developed	countries.	However,	
considering	 the	 economic	 indicators	 and	 charging	 station	 infrastructures	 in	
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developing	countries,	it	is	seen	that	there	are	some	obstacles	in	front	of	the	transition	
to	EVs.	Some	regulations	have	been	published	in	developing	countries	to	accelerate	
the	 transition	 to	EVs	and	 to	 remove	 the	barriers	 to	 the	spread	of	EVs.	The	price	
tariffs	to	be	applied	for	EV	charging	are	also	an	issue	that	supports	the	spread	of	EVs	
and	needs	 to	be	 emphasized.	Supportive	 charging	 tariffs	will	minimize	 refueling	
and	grid	retrofit	costs	[7].	However,	it	is	important	to	determine	a	suitable	charging	
station	location	to	address	the	concerns	of	EV	users	about	charging	and	range	[8].

In	the	positioning	of	charging	stations;	Considering	the	behavior	of	EV	users,	it	
should	be	aimed	to	reduce	the	total	construction	cost,	eliminate	the	range	anxiety	of	
EV	users,	and	reduce	the	amount	of	energy	consumed	on	the	road	by	shortening	the	
road	to	the	charging	station	[9].

With	the	significant	increase	in	the	EV	market,	the	amount	of	greenhouse	gases	
decreases,	but	the	amount	of	energy	demanded	from	the	grid	increases	at	the	same	
rate.	The	proliferation	of	EVs	will	have	a	greater	impact	on	the	electricity	grid,	the	
environment,	and	the	economy	[10].	Charging	stations	established	for	the	charging	
of	EVs	cause	problems	such	as	voltage	fluctuations	 in	 the	electricity	distribution	
network,	problems	in	peak	time,	increases	in	power	losses,	and	transformer	loading	
[11].	 The	 widespread	 use	 of	 EVs	 provides	 a	 reduction	 in	 CO2	 emissions	 and	
more	 environmentally	 friendly	 urbanization.	 However,	 the	 reduction	 of	 internal	
combustion	vehicles	on	highways	alone	is	not	sufficient	to	reduce	CO2	emissions,	
and	the	electricity	grid,	where	the	energy	demand	of	EVs,	which	replace	fossil	fuel	
vehicles,	is	met,	must	be	fed	from	renewable	energy	sources	[12].	The	photovoltaic	
(PV)	systems	that	are	foreseen	to	be	used	in	charging	stations	support	the	grid	by	
meeting	some	of	 the	 load	demanded	by	 the	charging	units,	especially	during	 the	
hours	when	solar	radiation	is	high	[13].	A	case	study	by	Mowry	and	Mallapragada	
for	2033	and	3	million	EV	users	in	[14]	revealed	that	the	system	increased	the	annual	
operating	 cost	 by	 8%	or	 $2	 per	MWh.	 It	 has	 been	observed	 that	 energy	 storage	
systems	(ESSs)	reduce	these	costs.	The	energy	produced	from	PV	systems	not	only	
supports	ESSs	but	also	significantly	reduces	the	cost	of	charging	at	charging	stations	
[15].	Today,	due	to	the	high	costs	of	ESSs,	integration	into	charging	stations	is	not	
economically	preferred.	When	the	efficiency	of	electric	vehicle	batteries	decreases,	
they	can	be	designed	to	be	used	as	second-life	batteries	in	ESSs.	Research	on	this	
subject	has	shown	that	the	use	of	low-efficiency	EV	batteries	in	ESSs	has	reduced	
the	installation	costs	of	ESSs.	Thus,	within	the	framework	of	the	Kyoto	protocol,	
the	CO2	footprint	is	reduced	and	its	waste	is	prevented.	Some	EV	companies	have	
adopted	 this	 practice.	 Some	 of	 these	 companies	 are	Nissan,	Renault,	 and	BMW	
[16].	The	use	of	retired	EV	batteries	 in	storage	systems	will	prevent	new	battery	
demands.	According	to	a	Chinese-scale	study	by	Geng	et	al.	in	[17],	more	than	16	
TWh	of	Li-ion	batteries	are	expected	to	be	retired	from	EVs	by	2050.	A	73-100%	
reduction	in	new	battery	demand	can	be	achieved	in	different	scenarios	as	a	result	of	
the	second	use	of	these	out-of-use	batteries	in	storage	systems.



80 CURRENT STUDIES IN ELECTRICAL ELECTRONICS AND COMPUTER ENGINEERING

In	the	second	part	of	this	study,	which	focuses	on	the	effect	of	electric	vehicle	
charging	stations	(EVCSs),	which	is	a	new	field	and	has	many	effects	on	society,	on	
the	electricity	distribution	network,	basic	information	about	EVCSs	will	be	given.	
In	Section	3,	the	negative	effects	of	EVCSs	on	the	electricity	distribution	network	
will	 be	 discussed.	 In	Section	4,	 it	will	 be	 discussed	 to	what	 extent	 and	how	 the	
Photovoltaic	system	and	energy	storage	systems	(PV+ESSs)	integrated	into	EVCSs	
play	a	corrective	role	in	the	negative	effects	of	EVCSs	in	the	electricity	distribution	
network.

THEORETICAL BACKGROUND
EV	charging	units	are	divided	into	AC	and	DC.	AC	charging	units	are	mostly	

intended	for	individual	users	and	are	defined	as	slow	charging	by	vehicle	users.	DC	
charging	units	convert	the	AC	power	from	the	electricity	distribution	network	to	DC	
power	and	transfer	it	to	the	electric	vehicle,	as	shown	in	Fig.1.

Figure 1.	EV	fast	charging	station	model

DC	charging	units,	on	the	other	hand,	are	expected	to	be	used	mostly	in	public	
areas	and	are	produced	for	commercial	purposes	and	are	defined	as	fast	charging	
by	vehicle	users.	DC	charging	units,	which	are	defined	as	 fast	charging	with	 the	
developing	technology,	can	charge	an	electric	vehicle	in	less	than	20	minutes	[18].		
Current	charging	power	and	time	information	of	fast	charging	stations	are	given	in	
Table	1.

Table 1. Basic	technical	information	about	the	EV	fast	charging	station	from	the	ABB	catalog	[19]

Station Type Power Time

AC	Type-2 3-22	kW 4-20	h

DC 20-25	kW 1-4	h

DC	Fast 50	kW 20-90	min.

DC	High	Power 150-350	kW+ 5-30	min.

Considering	 the	 economic	 conditions,	 it	 may	 be	 possible	 to	 expand	 electric	
vehicle	charging	stations	in	three	stages.	To	encourage	the	charging	of	vehicles	at	
night	when	the	mains	electricity	price	is	low,	by	using	the	existing	infrastructure	in	
the	house	with	a	first-phase	domestic	charging	station.	In	parallel	with	the	significant	
increase	 in	 the	 number	 of	 second-phase	EVs,	 it	 is	 recommended	 to	 commission	
public	 and	 smart	 charging	 stations.	 It	 is	 essential	 that	 investors	who	will	 install	
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charging	stations	be	supported	with	incentives	in	the	transition	to	the	second	phase.	
In	the	third	stage,	a	system	can	be	established	in	which	more	controllable	vehicle	
fleets	are	included	and	this	is	an	application	that	can	be	done	in	the	long	term	[20].

According	to	the	study	by	Lim	et	al.	in	[21],	since	AC-level	charging	stations	
will	generally	become	widespread	in	detached	houses,	DC-level	charging	stations	
are	expected	to	be	used	on	highways	when	user	behaviors	and	urban	planning	are	
taken	into	account.	However,	10%	of	 the	energy	cost	used	 in	charging	EVs	with	
increased	battery	capacities	and	extended	 range	 is	expected	 to	be	met	only	 from	
fast	charging	stations	on	these	highways.	For	this	reason,	governments	should	plan	
incentives	for	the	expansion	of	DC-level	fast	charging	stations.

EV	driver	behaviors	are	taken	into	account	in	the	design	of	fast	charging	stations.	
In	a	study	by	Zhou	et	al.	in	Beijing	on	the	scale	of	passenger	electric	vehicles	in	
[22],	the	profile	of	the	energy	demand	from	the	electricity	distribution	network	was	
simulated	in	parallel	with	the	frequency	of	use	of	a	charging	station	in	24	hours.	
According	to	this,	between	09:00	and	16:00,	the	charging	station	shows	the	highest	
demand	power,	and	between	03:00	and	06:00	the	lowest	demand	power.	The	peak	
usage	time	of	the	charging	station	and	the	peak	energy	consumption	is	at	13:00.

It	should	also	be	considered	whether	renewable	energy	sources	or	ESSs	will	be	
used	in	the	design	of	the	charging	station.	Rapid	charging	station	design	and	storage	
systems	 including	 renewable	 energy	 sources	 can	 be	 realized	 by	 using	 a	Genetic	
Algorithm	(GA)	[23].	Similarly,	optimal	placement	and	sizing	of	Renewable	Energy	
Sources	 and	 EVCSs	 can	 be	 done	 using	 hybrid	 optimization	 techniques	 such	 as	
Genetic	Algorithm-Particle	Swarm	Optimization	(PSO)	[24].

EFFECTS OF EV CHARGING STATIONS ON POWER SYSTEMS
EVs	are	charged	with	alternating	current	and	direct	current	charging	units.	Since	

AC	charging	units	appeal	to	individual	users,	they	do	not	affect	the	electricity	grid	as	
much	as	DC	charging	units,	since	they	are	expected	to	be	used	in	residences	or	the	
parking	areas	of	workplaces	and	due	to	low	current	draw.	Since	DC	charging	units	
are	used	for	commercial	purposes	and	draw	high	currents	in	a	short	time,	they	cause	
serious	effects	on	the	electricity	grid.

The	 electricity	 grid	 is	 adversely	 affected	 as	 DC	 charging	 units	 are	 fed	 with	
alternating	current	from	the	grid	and	transfer	this	alternating	current	to	EVs	via	AC/
DC	converters.

Due	to	 the	uncertainties	 in	 the	demand	forecasts	of	DC	charging	units,	which	
we	define	as	fast	charging,	the	effects	of	DC	charging	stations	on	the	electricity	grid	
should	be	considered	by	considering	controlled	and	uncontrolled	charging	situations.	
The	 effects	 of	 DC	 charging	 stations	 on	 the	 electricity	 distribution	 network	 are	
mainly;	voltage	instability,	increased	peak	power	demand,	power	quality	problems,	
increased	power	losses,	and	transformer	overloads.
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Voltage Instability
The	 demand	 for	 electrical	 energy	 at	 DC	 charging	 stations	 contains	 great	

uncertainty	due	to	the	behavior	of	EV	users	and	uncontrolled	charging	processes.	As	
a	result	of	these	uncertainties,	fluctuations	in	the	grid	voltage	are	experienced.	Due	
to	the	high	current	draw	of	the	fast-charging	stations	in	a	short	time,	the	demand	
load	in	the	electricity	distribution	network	will	increase	and	instantaneous	decreases	
will	be	recorded	in	the	grid	voltage	due	to	the	constant	electricity	generation.	Kelly	
et	al.	in	[25]	examined	the	estimated	voltage	drop	caused	by	uncontrolled	charging	
in	 three	 types	of	distribution	networks	 (urban,	 suburban	 and	 rural).	To	bring	 the	
voltage	to	the	nominal	value,	after	the	voltage	step	adjustment	in	the	distribution	
transformers	or	an	increase	in	electrical	energy	production,	the	network	voltage	will	
increase	as	a	result	of	the	decrease	in	the	load	with	the	decrease	in	the	demand	at	the	
DC	charging	station.	This	situation	will	be	repeated	according	to	the	DC	charging	
station	usage	behavior	of	EV	users	at	different	times	during	the	day.	For	this	reason,	
voltage	 instability	will	be	experienced	 in	 the	electricity	distribution	network	and	
grid	operators	will	have	great	difficulty	in	grid	operation.

Increasing Peak Power Demand
The	hours	with	the	highest	power	demand	in	electricity	distribution	networks	are	

noon	and	evening	hours.	Considering	the	behavior	of	EV	users,	it	is	known	that	the	
highest	energy	demands	of	DC	charging	stations	are	in	these	hours	[26].	When	the	
current	grid	power	demand	and	the	demand	of	DC	charging	stations	are	combined,	
the	 power	 demand	 during	 the	 day	 will	 increase	 and	 the	 difference	 between	 the	
lowest	power	demand	and	the	highest	power	demand	during	the	day	will	increase	
significantly.	According	 to	 a	 study	by	Qian	et	 al.	 in	 the	UK	 [27],	 a	10%	market	
penetration	of	EVs	will	 result	 in	17.9%	of	peak	daily	 load	demand	and	a	35.8%	
increase	in	daily	peak	demand	with	20%	market	entry.

Power Quality Issues
Fast	charging	of	EVs	is	via	DC	charging	units.	DC	charging	units	cause	power	

quality	problems	in	the	electrical	network	because	they	contain	AC/DC	converters	
and	many	powers	electronic	devices.

Ppower	quality	refers	to	a	system	operation	that	does	not	distort	the	sinusoidal	
waveform	and	does	not	exceed	the	harmonic	values	determined	by	the	standards.	
With	the	integration	of	the	EV	into	the	grid,	harmonics	occur	in	the	grid	voltage.	
According	 to	 IEEE	 standard	 519,	 if	 the	 total	 harmonic	 distortion	 (THD)	 value	
exceeds	5%	at	a	mains	voltage	of	up	 to	69	kV,	 it	 is	defined	as	a	deterioration	 in	
power	quality.	According	to	the	study	of	Karmaker	et	al.in	[28],	THD	values	will	be	
observed	in	the	network	by	4.82%	by	connecting	1	EVCS,	by	12.35%	by	connecting	
3	EVs,	and	by	16.69%	by	connecting	5	EVs.

The	 study	 by	Gomez	 et	 al.	 in	 [29]	 showed	 that	 the	 total	 harmonic	 distortion	
of	the	current	(THDc)	affects	the	lifetime	of	the	transformer.	This	study	revealed	
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that	THDc	should	not	exceed	25-30%	for	the	transformer	life	to	be	affected	at	an	
acceptable	 level.	 In	 the	 study	 of	 Zhou	 et	 al.	 in	 [30],	 it	was	 determined	 that	 the	
cables	in	the	electrical	network	were	overloaded	due	to	THDc.	Harmonics	caused	
by	EVCSs	also	affect	the	service	life	of	other	devices	in	the	system.

Increased Power Losses
Power	losses	will	occur	in	cables	and	transformers	at	the	rate	of	load	that	EVCSs	

will	draw	from	the	network.	Various	studies	have	been	carried	out	to	examine	the	
power	losses	in	the	system	due	to	the	charging	of	EVs.	In	the	study	of	Fernandez	et	
al.,	the	power	losses	caused	by	uncontrolled	charging	on	two	large-scale	distribution	
systems	at	three	different	penetration	levels	(35%,	51%,	and	62%)	were	examined	
and	it	was	revealed	that	uncontrolled	charging	caused	high	power	losses	[31].	Deb	
et	al.	[32]	investigated	the	energy	losses	resulting	from	the	rapid	charging	of	electric	
vehicles	in	the	IEEE	33	bus	distribution	system.	Accordingly,	it	has	been	concluded	
that	establishing	fast	charging	stations	far	from	the	transformer	will	increase	power	
losses	in	the	network.

New	investments	will	be	needed	in	the	electricity	distribution	network	due	to	the	
unplanned	increase	in	DC	charging	stations	and	increased	power	losses	as	a	result	
of	uncontrolled	charging	processes.	Investments	that	cannot	be	made	on	time	will	
cause	interruptions	and	restrictions	in	the	electricity	distribution	network.

Transformer Overloads
With	the	connection	of	EV	fast	charging	stations	to	the	electricity	distribution	

network	when	the	power	losses	in	the	cables	and	transformers	feeding	these	stations	
are	 taken	 into	account	 in	addition	 to	 the	DC	charging	 station	power	demands	of	
electric	vehicles,	a	serious	load	will	occur	in	the	existing	transformers.	In	systems	
where	careful	planning	 is	not	done	or	 the	concurrency	 factors	are	not	 calculated	
correctly,	 transformer	 overloads	 will	 be	 inevitable.	 While	 determining	 the	
transformer	capacity,	it	should	be	noted	that	EVCSs	will	draw	more	reactive	power	
compared	to	residential	and	commercial	loads,	and	this	should	not	be	neglected	while	
determining	the	transformer	capacity	[33].	In	[34],	the	effects	of	50%	penetration	
of	EVs	on	the	electricity	distribution	network	in	a	system	containing	25	kVA	and	
50	kVA	distribution	transformers	are	investigated.	As	a	result	of	the	study,	it	was	
determined	that	50%	of	25	kVA	transformers	and	35%	of	50	kVA	transformers	were	
overloaded	at	a	50%	penetration	level.

INTEGRATION OF PV SYSTEMS AND ESSS FOR EV FAST CHARGING 
STATIONS
To	 reduce	 the	 negative	 effects	 of	 EV	 fast	 charging	 stations	 on	 the	 electricity	

distribution	 network,	 many	 methods	 have	 been	 developed,	 such	 as	 optimizing	
charging	stations	by	taking	into	account	the	network	structure,	developing	various	
control	 methods	 at	 charging	 stations,	 and	 integrating	 PV+	 ESSs	 into	 charging	
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stations.	Among	 these	methods,	 one	 of	 the	methods	 that	 offer	 a	 comprehensive	
solution	to	the	effects	of	charging	stations	on	the	electricity	distribution	network	is	
to	integrate	a	renewable	power	source,	especially	a	PV+	ESSs,	into	fast	charging	
stations	as	can	be	seen	in	fig.2.	In	this	section,	firstly,	some	information	about	the	
application	of	this	method	will	be	given,	and	then	the	extent	to	which	fast	charging	
stations	can	reduce	the	negative	effects	on	the	network	will	be	mentioned	by	showing	
references	from	the	literature.

Figure 2. PV+	ESSs	integrated	EV	fast	charging	station	

Since	PV	systems	are	systems	that	obtain	electrical	energy	from	solar	energy,	
they	 can	 produce	 electrical	 energy	 during	 daylight	 hours.	 However,	 it	 cannot	
produce	energy	at	full	capacity	on	cloudy	days	or	during	cloud	transitions	during	
the	day.	Because	of	this	uncertainty,	PV	systems	alone	are	not	sufficient	to	support	
fast	charging	stations.	Considering	this	situation,	it	is	predicted	that	the	use	of	ESSs	
will	support	fast	charging	stations	in	many	ways.

According	 to	 the	 results	 of	 the	 case	 study	 conducted	 at	 a	 charging	 station	
supported	 by	PV+	ESSs	 in	Beijing,	China,	 uncertainty	 occurs	 in	 the	PV	 system	
according	to	certain	months	of	the	year	and	weather	conditions	during	the	day.	In	
terms	of	the	operator,	it	is	seen	that	it	facilitates	system	management	by	eliminating	
uncertainties	in	the	system	[35].	

To	 prevent	 damage	 to	 the	 PV+	ESSs	 that	meet	 the	 energy	 demanded	 by	 the	
charging	units	 at	 the	 charging	 stations,	 some	 restrictions	 should	be	made.	As	 an	
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example	system,	a	microgrid	design	application	connected	to	the	PV-based	electricity	
grid	of	the	University	of	Trieste	(ITALY)	can	be	given.	Sonnen	hybrid	single-phase	
inverter	 with	 9.5/10,	 3.3	 kW	 maximum	 power	 converts	 DC	 power	 from	 a	 3.9	
kWp	PV	array	and	10	kWh	lithium	iron	phosphate	battery	into	AC	power.	In	the	
application	of	the	charging	station	indicated	in	the	figure,	it	has	a	maximum	power	
of	22	kW	per	EVC	and	400	W	for	electric	bicycles	per	socket	[36].	A	PV+	ESSs,	
which	will	be	optimized	considering	the	constraints	on	the	transformer	capacities	to	
which	some	charging	stations	will	be	connected,	will	reduce	the	power	loss	in	the	
system.	This	issue	should	also	be	considered	in	the	design	of	PV+	ESSs-supported	
charging	stations	[37].

Different	control	methods	applied	in	the	integration	of	PV+	ESSs	to	fast	charging	
stations	have	led	to	different	results	on	power	outages,	voltage	instability,	harmonic	
pollution,	and	voltage	fluctuations.	In	this	type	of	hybrid	system,	control	methods	
are	 also	 important	 in	 terms	of	 reducing	 the	 effects	 on	 the	 electricity	 distribution	
network	 [38].	The	 types	 of	 batteries	 used	 in	ESSs	 reduce	 the	 power	 demand	 of	
charging	stations	at	different	levels.	In	a	case	study	by	Calise	et	al.	in	[39]	at	a	taxi	
rank	in	Italy,	it	is	presented	how	lead-acid	and	lithium-ion	batteries	used	in	ESSs	
can	reduce	the	energy	drawn	from	the	grid.	Accordingly,	it	has	been	revealed	that	
the	total	energy	demand	drawn	by	the	taxi	rank	from	the	grid	is	reduced	by	12%	
when	lead-acid	batteries	are	used	and	19%	when	lithium-ion	batteries	are	used.	As	a	
result	of	reducing	the	high-power	demand	of	the	charging	station	by	using	the	ESS,	
transformer	overload	was	prevented	and	power	losses	were	also	reduced.

In	 the	 study	 by	Recife	 et	 al.	 [40],	 a	 proposed	PV+ESSs	 	 	 design	 for	EVCSs	
in	Campinas,	Brazil	was	formulated	and	optimized	using	HOMER	grid	software.	
According	to	the	results	obtained,	while	the	demand	load	of	EVCSs	is	met	with	the	
energy	supplied	from	the	PV	system	during	 the	day,	ESS	is	activated	at	night	or	
when	the	amount	of	radiation	obtained	from	the	sun	cannot	meet	the	entire	demand	
of	 the	charging	stations,	reducing	the	increase	in	energy	demand.	In	 the	study	of	
Yan	et	al.	[41],	it	has	been	demonstrated	by	simulating	experimental	methods	that	
PV	systems	designed	using	game	theory	support	the	charging	station,	but	because	it	
is	not	a	stable	power	source,	ESS	will	make	positive	contributions	to	the	electricity	
distribution	 network	 at	 the	 point	 of	 the	 problems	 to	 be	 experienced	 in	 the	 grid	
voltage	and	the	increase	in	the	demand	power.

In	the	study	of	Grande	et	al.	[42];	Considering	the	amount	of	sunshine	in	Madrid,	
Spain,	it	has	been	observed	that	PV	systems	designed	with	HOMER	grid	software	
reduce	the	increased	load	demand	due	to	charging	stations	when	used	with	ESSs	
at	EVCSs.	 In	 the	 study	of	Cahndrakar	 et	 al.	 [42],	 [43],	 simulation	 results	 in	 the	
modeling	of	a	PV+	ESSs	integrated	EVCS	using	a	solar	tracking	system	showed	
that	high-demand	power	was	reduced	and	voltage	stability	was	ensured,	especially	
during	peak	hours	of	use	of	the	charging	stations.	In	the	study	of	Jain	and	Singh	[44],	
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the	experimental	results	of	the	EVCS	with	integrated	PV+	ESSs	in	the	laboratory	
environment	showed	that;	The	photovoltaic	and	EVCSs	integrated	into	the	charging	
stations	have	 reduced	 the	negative	effects	 such	as	voltage	 instability	 and	current	
harmonics	caused	by	 the	charging	stations	 in	 the	grid.	 In	 the	study	of	Singh	and	
Sharma	[45],	an	EVCS	is	modeled,	for	which	demand	load	from	the	grid	is	estimated	
using	Monte	Carlo	simulation.	Renewable	energy	sources	and	ESSs	are	integrated	
to	 reduce	 the	demand	 load	of	 the	EVCS.	This	 integrated	hybrid	system	not	only	
reduced	 the	demand	peak	 load	but	 also	 reduced	 the	daily	 energy	 loss	by	30.085	
percent	and	minimized	the	voltage	deviation	by	1.165	percent.	The	study	by	Kasturi	
and	Nayak	[46]	has	shown	that	a	PV+	ESSs	integrated	charging	station,	which	is	
optimized	using	the	whale	optimization	algorithm,	reduces	the	power	losses	in	the	
electricity	distribution	network.	In	the	study	by	Nguyen	and	Byrne	[47],	in	a	case	
study	 for	 the	 city	 of	Los	Angeles,	 it	 is	 revealed	 that	 the	 peak	power	 demand	of	
fast	charging	stations	is	reduced	from	79.7	kW	to	33.21	kW,	supported	by	the	PV	
system	and	ESS.	With	the	decrease	in	peak	power	demand,	transformer	overload	
is	 prevented	 and	 power	 losses	 are	 reduced.	 In	 the	 study	 by	Salama	 and	Vokony	
[48],	simulation	results	have	shown	that	the	power	quality	problems	(power	losses,	
voltage	fluctuation)	to	be	created	by	the	charging	station	on	the	grid	can	be	reduced	
and	reactive	power	support	can	be	provided	by	using	a	whole	coordinated	system	
based	on	fuzzy	logic	control	PV+	ESSs.	In	the	study	of	Tayyab	et	al.,	it	was	observed	
that	PV+	ESSs	minimized	voltage	deviation	in	a	fast-charging	station	modeled	using	
Monte	Carlo	simulation	considering	the	model	of	travel	and	charging	behavior	in	
real	traffic	[49].	In	the	study	of	Liu	et	al.	[50],	simulation	results	in	a	fast-charging	
station	 with	 integrated	 PV+	 ESSs	 designed	 using	 the	 Non-determined	 Sorting	
Genetic	Algorithm-II	algorithm	showed	that	the	load	fluctuation	could	be	reduced	
by	more	than	21%.	The	large-size	ESSs	integrated	into	 the	fast-charging	stations	
reduce	the	sudden	loads	demanded	from	the	network,	prevent	the	transformer	from	
being	overloaded,	and	prolong	its	life.	In	the	study	of	Datta	et	al.	[51],	it	has	been	
shown	that	it	is	possible	to	reduce	transformer	overloads	by	up	to	138%,	according	
to	simulation	results	in	fast	charge	modeling	with	integrated	PV+	ESSs.

Affonso	and	Kezunovic’s	study,	in	a	case	study	they	conducted	by	considering	
Texas	weather	 conditions,	 as	 a	 result	 of	 uncontrolled	 charging	 processes	 in	 fast	
charging	stations,	overloading	in	the	transformer	in	the	distribution	network	fed	by	
the	charging	station	reduces	the	life	of	the	transformer,	but	by	integrating	PV+	ESSs	
into	the	fast-charging	station,	the	overload	in	the	transformer	is	reduced.	The	results	
showed	that	transformer	life	is	extended	[52].

CONCLUSION
With	 the	 increase	 in	 the	 number	 of	 EVs,	 the	 widespread	 use	 of	 EVCSs	 has	

brought	along	many	problems.	Fast	charging	stations	have	many	negative	effects	on	
the	electricity	distribution	network	such	as	voltage	instability,	increased	peak	power	
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demand,	power	quality	problems,	power	losses,	and	transformer	overloads.	In	the	
global	world,	where	energy	crises	have	begun	to	emerge,	it	is	of	great	importance	
to	use	electrical	energy	with	less	loss	and	without	compromising	power	quality.	In	
this	direction,	many	methods	have	been	developed	to	reduce	the	mentioned	negative	
effects.	Among	these	methods,	the	PV+ESSs	integration	model	to	charging	stations	
offer	a	solution	to	the	majority	of	the	negative	effects	of	charging	stations	on	the	
grid.

Within	the	scope	of	this	chapter,	many	studies	in	the	literature	about	the	effects	
of	fast	charging	stations	on	the	electricity	grid	and	the	role	of	PV+ESS	integration	
in	reducing	the	negative	effects	of	charging	stations	on	the	grid	were	examined.	As	
can	be	seen	in	Table	2,	14	studies	showing	the	effects	of	fast	charging	stations	on	
the	electricity	grid	and	16	studies	showing	that	PV+ESSs	have	a	mitigating	role	in	
these	effects	were	examined.

Table 2. Literature	review	summary	table	on	the	effects	of	charging	stations																																										
on	the	grid	and	PV+ESS	integration

Effects of Fast EV Charging 
Stations

Studies Involving the 
Identification of Problems Studies Proposing Solutions 

Voltage	Instability [11],[24],[25] [38],[43],[44],[45][49]

Increased	Peak	Power	Demand [11],[14],[21],[26],[2] [13],[39],[40],[41],[42]
[43],[45],[47]

Power	Quality	Issues		 [28],[29],[30] [38],[41],[44],[48]

Increased	Power	Losses [11],[31],[32] [37],[45],[46]

Transformer	Overloads [11],[33],[34] [51],[52]

Fast	charging	stations	have	negative	effects	on	the	electricity	distribution	network	
such	as	voltage	instability,	increased	peak	power	demand,	power	quality	problems,	
power	 losses,	and	 transformer	overloads.	Many	methods	have	been	developed	 to	
eliminate	 these	negative	effects.	Among	these	methods,	 the	PV+ESSs	integration	
model	 for	 charging	 stations	 offer	 a	 solution	 to	 most	 of	 the	 negative	 effects	 of	
charging	stations	on	the	grid.	In	the	related	studies	examined,	it	has	been	seen	that	
PV+ESSs,	which	are	integrated	into	fast	charging	stations,	play	a	role	as	two	new	
power	sources	in	the	system,	apart	from	the	mains.	In	this	way,	it	was	emphasized	
that	the	increasing	peak	power	demand	of	charging	stations	could	be	reduced.	In	a	
study	examined,	in	parallel	with	the	decrease	in	the	amount	of	load	demanded	from	
the	network,	power	losses	were	reduced	by	about	31%.	Thus,	transformer	overloads	
will	be	prevented	and	the	service	life	of	the	transformer	will	be	extended.	In	another	
study	examined,	this	situation	was	calculated	and	it	was	seen	that	it	was	possible	
to	reduce	transformer	overloads	by	up	to	138%.	In	addition,	in	these	studies,	it	has	
been	shown	that	the	voltage	instability	and	power	quality	problems	in	the	electricity	
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grid,	which	are	caused	by	the	uncertainties	of	the	charging	demand	at	fast	charging	
stations	and	the	production	profile	of	PV	systems,	can	be	significantly	reduced	with	
the	introduction	of	ESSs.

It	is	planned	that	future	work	on	this	subject	will	be	the	positioning	and	sizing	of	
the	charging	stations.	Because	in	every	country,	it	is	necessary	to	position	and	size	
the	charging	stations	by	making	realistic	plans	on	the	scale	of	cities,	and	the	use	of	
PV+ESSs	should	not	be	avoided	due	to	commercial	concerns	while	making	these	
plans.	The	positioning	and	sizing	of	fast	charging	stations,	especially	in	public	areas,	
have	gained	great	importance	in	terms	of	the	electricity	distribution	network.	The	
fact	that	zoning	plans	have	not	been	prepared	considering	the	charging	stations	in	
many	cities	of	the	world	and	that	the	electricity	distribution	network	infrastructures	
are	not	at	a	level	to	meet	the	load	demands	of	the	fast	charging	station	facilities	will	
be	among	the	biggest	problems	of	local	and	central	governments	in	the	near	future.	
Therefore,	local	and	central	governments	are	required	to	enact	and	implement	laws	
that	will	require	the	use	of	the	PV+ESSs	integration	model	in	public	and	commercial	
EVCSs,	but	which	will	support	the	investor	who	will	establish	a	charging	station	
facility	economically.



89CURRENT STUDIES IN ELECTRICAL ELECTRONICS AND COMPUTER ENGINEERING

REFERENCES
[1]	 G.	 Fontaras,	 N.	 G.	 Zacharof,	 and	 B.	 Ciuffo,	 “Fuel	 consumption	 and	 CO2	 emissions	 from	

passenger	cars	 in	Europe	–	Laboratory	versus	 real-world	emissions,”	Progress in Energy and 
Combustion Science,	vol.	60.	Elsevier	Ltd,	pp.	97–131,	2017.	DOI:	10.1016/j.pecs.2016.12.004.

[2]	 H.	Hao,	Z.	Liu,	F.	Zhao,	W.	Li,	and	W.	Hang,	“Scenario	analysis	of	energy	consumption	and	
greenhouse	gas	emissions	from	China’s	passenger	vehicles,”	Energy,	vol.	91,	pp.	151–159,	Nov.	
2015,	DOI:	10.1016/j.energy.2015.08.054.

[3]	 L.	Yuan,	H.	Zhao,	H.	Chen,	and	B.	Ren,	“Nonlinear	MPC-based	slip	control	for	electric	vehicles	
with	vehicle	safety	constraints,”	Mechatronics,	vol.	38,	pp.	1–15,	Sep.	2016,	DOI:	10.1016/j.
mechatronics.2016.05.006.

[4]	 D.	Meyer	and	J.	Wang,	“Integrating	ultra-fast	charging	stations	within	the	power	grids	of	smart	
cities:	A	review,”	IET Smart Grid,	vol.	1,	no.	1.	Institution	of	Engineering	and	Technology,	pp.	
3–10,	2018.	doi:	10.1049/iet-stg.2018.0006.

[5]	 F.	Li	et al.,	“Regional	comparison	of	electric	vehicle	adoption	and	emission	reduction	effects	
in	 China,”	 Resour Conserv Recycl,	 vol.	 149,	 pp.	 714–726,	 Oct.	 2019,	 DOI:	 10.1016/j.
resconrec.2019.01.038.

[6]	 E.	E.	Michaelides,	“Thermodynamics	and	energy	usage	of	electric	vehicles,”	Energy Convers 
Manag,	vol.	203,	Jan.	2020,	DOI:	10.1016/j.enconman.2019.112246.

[7]	 C.	 King	 and	 B.	 Datta,	 “EV	 charging	 tariffs	 that	 work	 for	 EV	 owners,	 utilities	 and	 society,”	
Electricity Journal,	vol.	31,	no.	9,	pp.	24–27,	Nov.	2018,	DOI:	10.1016/j.tej.2018.10.010.

[8]	 B.	 Csonka	 and	 C.	 Csiszár,	 “Determination	 of	 charging	 infrastructure	 location	 for	 electric	
vehicles,”	 in	Transportation Research Procedia,	2017,	vol.	27,	pp.	768–775.	DOI:	10.1016/j.
trpro.2017.12.115.

[9]	 S.	Zu	and	L.	Sun,	“Research	on	location	planning	of	urban	charging	stations	and	battery-swapping	
stations	for	electric	vehicles,”	Energy Reports,	vol.	8,	pp.	508–522,	Jul.	2022,	DOI:	10.1016/j.
egyr.2022.01.206.

[10]	 O.	Sadeghian,	A.	Oshnoei,	B.	Mohammadi-ivatloo,	V.	Vahidinasab,	and	A.	Anvari-Moghaddam,	
“A	comprehensive	review	on	electric	vehicles	smart	charging:	Solutions,	strategies,	technologies,	
and	challenges,”	Journal of Energy Storage,	vol.	54.	Elsevier	Ltd,	Oct.	01,	2022.	doi:	10.1016/j.
est.2022.105241.

[11]	 H.	Shareef,	M.	M.	Islam,	and	A.	Mohamed,	“A	review	of	the	stage-of-the-art	charging	technologies,	
placement	methodologies,	and	impacts	of	electric	vehicles,”	Renewable and Sustainable Energy 
Reviews,	vol.	64.	Elsevier	Ltd,	pp.	403–420,	Oct.	01,	2016.	doi:	10.1016/j.rser.2016.06.033.

[12]	 A.	Ajanovic,	“Promoting	environmentally	benign	electric	vehicles,”	in	Energy Procedia,	2014,	
vol.	57,	pp.	807–816.	DOI:	10.1016/j.egypro.2014.10.289.

[13]	 W.	Khan,	F.	Ahmad,	and	M.	S.	Alam,	“Fast	EV	charging	station	integration	with	grid	ensuring	
optimal	and	quality	power	exchange,”	Engineering Science and Technology, an International 
Journal,	vol.	22,	no.	1,	pp.	143–152,	Feb.	2019,	DOI:	10.1016/j.jestch.2018.08.005.

[14]	 A.	M.	Mowry	and	D.	S.	Mallapragada,	“Grid	impacts	of	highway	electric	vehicle	charging	and	
role	 for	mitigation	 via	 energy	 storage,”	Energy Policy,	 vol.	 157,	Oct.	 2021,	DOI:	 10.1016/j.
enpol.2021.112508.

[15]	 X.	Han,	Y.	Liang,	Y.	Ai,	 and	 J.	 Li,	 “Economic	 evaluation	 of	 a	 PV	 combined	 energy	 storage	
charging	station	based	on	cost	estimation	of	second-use	batteries,”	Energy,	vol.	165,	pp.	326–
339,	Dec.	2018,	DOI:	10.1016/j.energy.2018.09.022.

[16]	 E.	Martinez-Laserna	et al.,	“Battery	second	life:	Hype,	hope	or	reality?	A	critical	review	of	the	
state	of	the	art,”	Renewable and Sustainable Energy Reviews,	vol.	93.	Elsevier	Ltd,	pp.	701–718,	
Oct.	01,	2018.	doi:	10.1016/j.rser.2018.04.035.

[17]	 J.	Geng,	S.	Gao,	X.	Sun,	Z.	Liu,	F.	Zhao,	and	H.	Hao,	“Potential	of	electric	vehicle	batteries	
second	use	in	energy	storage	systems:	The	case	of	China,”	Energy,	vol.	253,	Aug.	2022,	DOI:	
10.1016/j.energy.2022.124159.

[18]	 P.	 Sadeghi-Barzani,	A.	 Rajabi-Ghahnavieh,	 and	 H.	 Kazemi-Karegar,	 “Optimal	 fast	 charging	
station	 placing	 and	 sizing,”	Appl Energy,	 vol.	 125,	 pp.	 289–299,	 Jul.	 2014,	DOI:	 10.1016/j.
apenergy.2014.03.077.

[19]	 M.	Nurmuhammed	and	T.	Karadağ,	“Elektrikli	Araç	Şarj İstasyonlarının	Konumlandırılması	ve	
Enerji	Şebekesi Üzerine	Etkisi	Konulu	Derleme	Çalışması	A	Review	on	Locating	the	Electric	



90 CURRENT STUDIES IN ELECTRICAL ELECTRONICS AND COMPUTER ENGINEERING

Vehicle	Charging	Stations	and	Their	Effect	on	the	Energy	Network.”	[Online].	Available:	http://
dergipark.gov.tr/gujsa

[20]	 T.	G.	San	Román,	I.	Momber,	M.	R.	Abbad,	and	Á.	Sánchez	Miralles,	“Regulatory	framework	
and	business	models	for	charging	plug-in	electric	vehicles:	Infrastructure,	agents,	and	commercial	
relationships,”	 Energy Policy,	 vol.	 39,	 no.	 10,	 pp.	 6360–6375,	 Oct.	 2011,	 doi:	 10.1016/j.
enpol.2011.07.037.

[21]	 K.	L.	Lim,	S.	Speidel,	and	T.	Bräunl,	“A	comparative	study	of	AC	and	DC	public	electric	vehicle	
charging	station	usage	in	Western	Australia,”	Renewable and Sustainable Energy Transition,	vol.	
2,	p.	100021,	Aug.	2022,	DOI:	10.1016/j.rset.2022.100021.

[22]	 R.	Zhou,	Z.	Ping,	G.	Wang,	L.	Li,	G.	Li,	and	B.	Zhang,	“A	Study	of	Charging	Demand	Estimation	
Model	 of	Electric	Passenger	Vehicles	 in	Beijing,”	 in	Chinese Control Conference, CCC,	 Jul.	
2021,	vol.	2021-July,	pp.	5847–5852.	DOI:	10.23919/CCC52363.2021.9550695.

[23]	 J.	A.	Domínguez-Navarro,	R.	Dufo-López,	J.	M.	Yusta-Loyo,	J.	S.	Artal-Sevil,	and	J.	L.	Bernal-
Agustín,	“Design	of	an	electric	vehicle	fast-charging	station	with	the	integration	of	renewable	
energy	and	storage	systems,”	International Journal of Electrical Power and Energy Systems,	vol.	
105,	pp.	46–58,	Feb.	2019,	DOI:	10.1016/j.ijepes.2018.08.001.

[24]	 M.	 R.	 Mozafar,	 M.	 H.	 Moradi,	 and	 M.	 H.	 Amini,	 “A	 simultaneous	 approach	 for	 optimal	
allocation	of	renewable	energy	sources	and	electric	vehicle	charging	stations	in	smart	grids	based	
on	 improved	GA-PSO	algorithm,”	Sustain Cities Soc,	 vol.	 32,	 pp.	 627–637,	 Jul.	 2017,	DOI:	
10.1016/j.scs.2017.05.007.

[25]	 L.	Kelly,	A.	Rowe,	and	P.	Wild,	“Analyzing	the	impacts	of	plug-in	electric	vehicles	on	distribution	
networks	in	British	Columbia,”	in	2009 IEEE Electrical Power and Energy Conference, EPEC 
2009,	2009.	DOI:	10.1109/EPEC.2009.5420904.

[26]	 Z.	Yi,	X.	C.	Liu,	and	R.	Wei,	“Electric	vehicle	demand	estimation	and	charging	station	allocation	
using	urban	informatics,”	Transp Res D Transp Environ,	vol.	106,	p.	103264,	May	2022,	DOI:	
10.1016/j.trd.2022.103264.

[27]	 K.	Qian,	C.	Zhou,	M.	Allan,	and	Y.	Yuan,	“Modeling	of	load	demand	due	to	EV	battery	charging	
in	distribution	systems,”	IEEE Transactions on Power Systems,	vol.	26,	no.	2,	pp.	802–810,	May	
2011,	DOI:	10.1109/TPWRS.2010.2057456.

[28]	 A.	K.	Karmaker,	S.	Roy,	and	Md.	R.	Ahmed,	“Analysis	of	the	Impact	of	Electric	Vehicle	Charging	
Station	on	Power	Quality	Issues,”	in	2019 International Conference on Electrical, Computer and 
Communication Engineering (ECCE),	Feb.	2019,	pp.	1–6.	doi:	10.1109/ECACE.2019.8679164.

[29]	 J.	 C.	 Gómez	 and	 M.	 M.	 Morcos,	 “Impact	 of	 EV	 battery	 chargers	 on	 the	 power	 quality	 of	
distribution	systems,”	IEEE Transactions on Power Delivery,	vol.	18,	no.	3,	pp.	975–981,	Jul.	
2003,	DOI:	10.1109/TPWRD.2003.813873.

[30]	 C.	Zhou,	H.	Wang,	W.	Zhou,	K.	Qian,	and	S.	Meng,	“Determination	of	maximum	level	of	EV	
penetration	with	consideration	of	EV	charging	load	and	harmonic	currents,”	in	IOP Conference 
Series: Earth and Environmental Science,	 Oct.	 2019,	 vol.	 342,	 no.	 1.	 doi:	 10.1088/1755-
1315/342/1/012010.

[31]	 L.	 Pieltain	 Fernández,	T.	Gómez	 San	Román,	 R.	 Cossent,	 C.	Mateo	Domingo,	 and	 P.	 Frías,	
“Assessment	 of	 the	 impact	 of	 plug-in	 electric	 vehicles	 on	 distribution	 networks,”	 IEEE 
Transactions on Power Systems,	 vol.	 26,	 no.	 1,	 pp.	 206–213,	 Feb.	 2011,	 DOI:	 10.1109/
TPWRS.2010.2049133.

[32]	 S.	Deb,	K.	Tammi,	K.	Kalita,	and	P.	Mahanta,	“Impact	of	Electric	Vehicle	Charging	Station	Load	
on	Distribution	Network,”	Energies (Basel),	 vol.	11,	no.	1,	p.	178,	 Jan.	2018,	DOI:	10.3390/
en11010178.

[33]	 M.	A.	Sayed,	R.	Atallah,	C.	Assi,	and	M.	Debbabi,	“Electric	vehicle	attack	impact	on	power	grid	
operation,”	International Journal of Electrical Power & Energy Systems,	vol.	137,	p.	107784,	
May	2022,	DOI:	10.1016/j.ijepes.2021.107784.

[34]	 M.	K.	Gray	and	W.	G.	Morsi,	“Power	Quality	Assessment	in	Distribution	Systems	Embedded	
With	Plug-In	Hybrid	and	Battery	Electric	Vehicles,”	IEEE Transactions on Power Systems,	vol.	
30,	no.	2,	pp.	663–671,	Mar.	2015,	DOI:	10.1109/TPWRS.2014.2332058.

[35]	 M.	Yang,	L.	Zhang,	Z.	Zhao,	and	L.	Wang,	“Comprehensive	benefits	analysis	of	electric	vehicle	
charging	station	integrated	photovoltaic	and	energy	storage,”	J Clean Prod,	vol.	302,	Jun.	2021,	
DOI:	10.1016/j.jclepro.2021.126967.



91CURRENT STUDIES IN ELECTRICAL ELECTRONICS AND COMPUTER ENGINEERING

[36]	 A.	Cabrera-Tobar,	A.	M.	Pavan,	N.	Blasuttigh,	G.	Petrone,	and	G.	Spagnuolo,	“Real	time	Energy	
Management	System	of	a	photovoltaic	based	e-vehicle	charging	station	using	Explicit	Model	
Predictive	Control	accounting	for	uncertainties,”	Sustainable Energy, Grids and Networks,	vol.	
31,	Sep.	2022,	DOI:	10.1016/j.segan.2022.100769.

[37]	 M.	S.	 Islam,	N.	Mithulananthan,	K.	Bhumkittipich,	and	A.	Sode-Yome,	“EV	charging	station	
design	with	PV	and	energy	storage	using	energy	balance	analysis,”	in	Proceedings of the 2015 
IEEE Innovative Smart Grid Technologies - Asia, ISGT ASIA 2015,	Jan.	2016.	DOI:	10.1109/
ISGT-Asia.2015.7386999.

[38]	 P.	 García-Triviño,	 J.	 P.	 Torreglosa,	 L.	 M.	 Fernández-Ramírez,	 and	 F.	 Jurado,	 “Control	 and	
operation	of	power	sources	in	a	medium-voltage	direct-current	microgrid	for	an	electric	vehicle	
fast	charging	station	with	a	photovoltaic	and	a	battery	energy	storage	system,”	Energy,	vol.	115,	
pp.	38–48,	Nov.	2016,	DOI:	10.1016/j.energy.2016.08.099.

[39]	 F.	 Calise,	 F.	 L.	 Cappiello,	A.	 Cartenì,	M.	 Dentice	 d’Accadia,	 and	M.	Vicidomini,	 “A	 novel	
paradigm	for	a	sustainable	mobility	based	on	electric	vehicles,	photovoltaic	panels,	and	electric	
energy	storage	systems:	Case	studies	for	Naples	and	Salerno	(Italy),”	Renewable and Sustainable 
Energy Reviews,	vol.	111,	pp.	97–114,	Sep.	2019,	DOI:	10.1016/j.rser.2019.05.022.

[40]	 A.	VPG	Araújo,	D.	N.	Araujo,	A.	S.	Vasconcelos,	W.	A.	de	Silva	Júnior,	and	P.	A.	Rosas,	“A	
Proposal	for	Technical	and	Economic	Sizing	of	Energy	Storage	System	and	PV	for	EV	Charger	
Stations	with	Reduced	Impacts	on	the	Distribution	Network,”	2021.

[41]	 D.	Yan,	H.	Yin,	T.	Li,	and	C.	Ma,	“A	Two-Stage	Scheme	for	Both	Power	Allocation	and	EV	
Charging	Coordination	in	a	Grid-Tied	PV-Battery	Charging	Station,”	IEEE Trans Industr Inform,	
vol.	17,	no.	10,	pp.	6994–7003,	Oct.	2021,	doi:	10.1109/TII.2021.3054417.

[42]	 L.	S.	A.	Grande,	I.	Yahyaoui,	and	S.	A.	Gómez,	“Energetic,	economic	and	environmental	viability	
of	off-grid	PV-BESS	for	charging	electric	vehicles:	A	case	study	of	Spain,”	Sustain Cities Soc,	
vol.	37,	pp.	519–529,	Feb.	2018,	DOI:	10.1016/j.scs.2017.12.009.

[43]	 M.	Chandrakar,	H.	B,	R.	M	J,	A.	H	A,	S.	T	S,	and	P.	Malipatil,	“Modeling	and	Simulation	of	
EV	charging	station	during	Peak	Load	condition	using	PV	and	BES,”	in	2021 4th International 
Conference on Recent Developments in Control, Automation & Power Engineering (RD CAPE),	
Oct.	2021,	pp.	450–453.	DOI:	10.1109/RDCAPE52977.2021.9633533.

[44]	 V.	Jain,	Seema,	and	B.	Singh,	“A	Three	Phase	Grid	Connected	EV	Charging	Station	with	PV	
Generation	and	Battery	Energy	Storage	with	Improved	Power	Quality,”	in	Conference Record 
- IAS Annual Meeting (IEEE Industry Applications Society),	 2021,	 vol.	 2021-October.	 doi:	
10.1109/IAS48185.2021.9677311.

[45]	 B.	Singh	and	A.	K.	Sharma,	“Benefit	maximization	and	optimal	scheduling	of	renewable	energy	
sources	integrated	system	considering	the	impact	of	energy	storage	device	and	Plug-in	Electric	
vehicle	load	demand,”	J Energy Storage,	vol.	54,	Oct.	2022,	DOI:	10.1016/j.est.2022.105245.

[46]	 K.	Kasturi	and	M.	Ranjan	Nayak,	“Optimal	Planning	of	Charging	Station	for	EVs	with	PV-BES	
Unit	in	Distribution	System	Using	WOA.”

[47]	 R.	D.	Trevisan,	T.	A.	Nguyen,	and	R.	H.	Byrne,	“Sizing	Behind-the-Meter	Energy	Storage	and	
Solar	for	Electric	Vehicle	Fast-Charging	Stations;	Sizing	Behind-the-Meter	Energy	Storage	and	
Solar	for	Electric	Vehicle	Fast-Charging	Stations,”	2020.

[48]	 H.	S.	Salama	and	I.	Vokony,	“Comparison	of	different	electric	vehicle	integration	approaches	in	
presence	of	photovoltaic	and	superconducting	magnetic	energy	storage	systems,”	J Clean Prod,	
vol.	260,	Jul.	2020,	DOI:	10.1016/j.jclepro.2020.121099.

[49]	 E.	 Verband	 der	 Elektrotechnik,	 NEIS 2021; Conference on Sustainable Energy Supply and 
Energy Storage Systems : 13-14 Sept. 2021.	

[50]	 J.	 Liu,	 C.	 Gao,	 and	 Y.	 Cao,	 “Multi-Objective	 Optimized	 Configuration	 of	 Electric	 Vehicle	
Fast	Charging	Station	Combined	with	PV	Generation	and	Energy	Storage,”	in	2020 IEEE 3rd 
International Conference on Electronics Technology (ICET),	 May	 2020,	 pp.	 467–473.	 doi:	
10.1109/ICET49382.2020.9119613.

[51]	 U.	Datta,	A.	Kalam,	and	J.	Shi,	“Smart	control	of	BESS	in	PV	integrated	EV	charging	station	for	
reducing	transformer	overloading	and	providing	battery-to-grid	service,”	J Energy Storage,	vol.	
28,	Apr.	2020,	DOI:	10.1016/j.est.2020.101224.

[52]	 C.	D.	M.	Affonso	 and	M.	Kezunovic,	 “Technical	 and	 economic	 impact	 of	 PV-bess	 charging	
station	on	transformer	life:	A	case	study,”	IEEE Trans Smart Grid,	vol.	10,	no.	4,	pp.	4683–4692,	
Jul.	2019,	DOI:	10.1109/TSG.2018.2866938.





Chapter 7
DESIGN OF SMART VERTICAL                                      

HYDROPONIC SYSTEM

Islem Ben HASSINE1, Dhafer MEZGHANNI1, Anouar BELKADI1,  
Nizar SGHAEIR2, Abdelkader MAMI1

1	 University	of	Tunis	El	Manar,	Faculty	of	sciences	of	Tunis,	Department	of	Physics,	UR-LAPER,	2092,	Tunisia
2	 University	of	Tunis	El	Manar,	Faculty	of	sciences	of	Tunis,	Department	of	Physics,	Laboratory	of	Research	on	Microwave	

Electronics,	2092,	Tunisia



94 CURRENT STUDIES IN ELECTRICAL ELECTRONICS AND COMPUTER ENGINEERING

INRODUCTION
This	 study	 intends	 to	 improve	 the	 farmer’s	 quality	 of	 life	 by	 resolving	 the	

aforementioned	 issues	 with	 a	 vertical	 Internet	 of	 Things-based	 device.	 In	 order	
to	 provide	 farmers	 with	 better	 access	 to	 and	 a	more	 beneficial	 use	 of	 abundant	
products	while	they	are	not	on	the	ground,	vertical	hydroponic	horticulture	keeps	
track	of	 trends,	 regeneration	history,	and	pertinent	 information	about	 the	 farmers	
[2].	Farmers	in	small	fields	should	benefit	from	the	water	growing	structure’s	ability	
to	increase	production	yields.

A	good	technique	that	uses	less	dirt	[3].	In	this	new	environment,	hydroponics	
concentrated	on	the	horizontal	plane	because	it	allowed	for	more	room	and	had	the	
potential	 to	govern	an	entire	structure	 in	 the	future	[4].	Figure	1	below	depicts	a	
modern	hydroponics	model.

Envisaged design of the system
On	 the	 storage	device,	we	have	 four	 sensors	 that	 are	 specifically	designed	 to	

monitor	 this	system	in	real	 time:	a	pH	sensor,	a	 temperature	sensor,	an	electrical	
peculiarity	 indicator	 for	 the	EC,	 and	 a	water	flow	detector.	Additionally,	 the	 pH	
sensor	measures	 the	 water’s	 pH.	 The	 pH	 of	 the	 water	 is	 typically	 seven,	 but	 if	
there	are	additives,	it	can	drop	to	five	or	six.	Only	a	small	amount	of	water,	which	
we	typically	utilize	as	manure	and	monitor	via	loop	valves,	is	required	by	plants.	
The	 ultrasonic	 sensor	 efficiently	 monitors	 the	 plants	 by	 measuring	 the	 degree.	
Small	plants	require	a	certain	water	temperature,	so	we	frequently	use	a	sensor	to	
set	the	temperature.	Stacks	of	water	that	can	be	reused	later	are	kept	in	the	water	
combination	pond	 supply.	To	 avoid	 any	delays,	 the	water	 reuse	unit	 gathers	 any	
extra	 or	 discarded	water	 from	 the	 entire	 structure	 and	 uses	 it	 for	 the	 supporting	
framework.	The	 basin’s	 sustenance	 levels	 are	 stabilized	 by	 the	 system’s	 general	
water	flow,	which	is	accessible	in	the	pipes.	In	figure	2	below,	our	system	has	been	
schematized.

Design and operating structure
Figure	1	below	depicts	the	hydroponic	vertical	growing	system	model	and	the	

unit	of	the	development	area.
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Figure 1. The	model	envisaged	for	the	vertical	structure	of	hydroponic	production

Re-use the water
Pipelines	 are	 cut	 in	 accordance	 with	 the	 subtleties	 of	 the	 farmers.	 On	 this	

inclined	system,	the	Rockwool	has	been	positioned	at	a	specified	level	and	is	ready	
for	production.	Due	to	the	system’s	vertical	design,	the	rock	wool	likely	only	saw	a	
small	portion	of	the	water	after	it	entered,	with	the	remaining	water	being	absorbed	
by	the	nearby	structure.

Figure 2. System	overview

The	most	 crucial	 thing	 is	 to	 use	 the	 higher	 level	 (UL)	 and	 lower	 level	 (LL)	
classes	to	get	a	general	idea	of	the	level	of	the	pond	and	the	rainwater	storage	tank.	
An	electronic	valve	should	be	coordinated	with	the	RPI	3	microprocessor	and	the	
motor	 in	order	 to	 siphon	 the	water	 into	 the	plants	 through	 the	 lines.	All	 sensors,	
including	those	for	humidity,	pH,	electrical	conductivity	(EC),	and	ultrasound,	must	
adhere	to	strict	restrictions.	Additionally,	each	sensor	needs	to	be	linked	and	ready	
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for	installation.	The	microcontroller	gets	the	information	from	the	device	and	makes	
a	decision	based	on	the	state	of	the	agricultural	industry.	If	there	is	enough	water,	it	
can	flow	to	the	plants	for	a	certain	amount	of	time	before	the	engine	shuts	down	on	its	
own.	The	corresponding	tank	provides	the	food.	Finally,	all	the	values	are	delivered	
to	a	flexible	application	and	server	for	the	reasons	that	drive	further	investigation.	
The	illustrative	figure	presents	the	operational	diagram	and	the	vertical	hydroponic	
structure’s	many	properties	(Fig.	1).

The	heights	of	the	water	flow	and	its	conditions:
1.	When	LL	UL,	No	Action	is	revealed
2.	After	that,	solenoid	valve	opened	for	a	predetermined	period	of	time.
3.	If	F	UL,	close	the	valve.
Where	 F	 =	 Water	 Flow,	 LL	 =	 Low	 Level,	 and	 UL	 =	 High	 Level.	 The	

aforementioned	parameters	are	needed	to	adequately	water	the	plants	in	a	vertical	
hydroponic	construction.

According	 to	 the	 unit’s	 programming,	 the	 microcontroller	 unit	 now	 has	 the	
capacity	 to	 open	 the	valve	 and	determine	how	 long	 it	will	 stay	open.	The	valve	
becomes	inactive	as	soon	as	one	of	these	three	requirements	is	satisfied;	nevertheless,	
if	the	water	flow	is	below	the	low	level,	the	valve	opens	swiftly	for	a	set	period	of	
time.	The	third	scenario	is	when	the	water	level	is	greater	than	planned	and	the	valve	
can	then	close.
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Figure 3.	Flow	chart	of	the	hydroponic	vertical	growing	system

RESULT AND ANALYSIS
The	 preliminary	 strategy	 for	 the	 aforementioned	 vertical	 hydroponic	 system	

has	been	put	into	practice	in	relatively	constrained	settings,	like	the	home,	and	the	
results	have	been	 taken	 into	consideration	 for	 further	 research.	Four	pipelines	 in	
all,	 a	pump	 in	 the	basin,	 a	 food	 tank,	 and	Rockwool	were	 thought	 to	have	been	
utilized	in	the	process.	For	thirty	days,	this	course	of	action	was	carried	out	in	the	
regular	temperature	mode.	Following	the	analysis	of	all	the	data,	completely	distinct	
findings	were	made	and	 included	 to	 the	Android	mobile	app.	All	of	 the	station’s	
sensors	are	wired	to	a	microcontroller	unit,	which	can	gauge	the	equipment’s	levels	
while	the	engine	is	running.	Normal	pipe	flow	is	possible	while	the	loop	valve	is	



98 CURRENT STUDIES IN ELECTRICAL ELECTRONICS AND COMPUTER ENGINEERING

open.	Accurate	evaluations	are	performed	At	the	proper	time,	the	water	is	removed	
from	 the	engine	so	 that	 it	 can	convey	 the	plants	before	 it	 reaches	 the	pipes.	The	
plants	are	currently	mounted	outside	and	coated	in	rock	wool.	The	essential	water	
is	used	by	the	plants,	and	the	remaining	water	is	given	to	the	matching	unit.	The	
leftovers	might	 be	 delivered	 to	 the	 reservoir	 or	 utilised	 for	 other	 purposes.	This	
method	enables	the	maintenance	of	the	consumption	of	water.	Figure	3	shows	the	
water	level	in	the	pipes	using	various	different	approaches.

Figure 4. The	level	of	water	flowing	into	the	system	as	a	function	of	time

The	output	result	to	the	user	from	the	various	paths	on	the	tubes	is	illustrated	in	
the	following	image	in	more	detail.	5.

Figure 5. Water	levels	at	various	times	in	various	lines.
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The	water	 flow	 on	 the	 pipes	 is	 completely	 different	 because	 of	 the	 installed	
Rockwool	and	the	size	of	the	maintenance	tank.	The	differences	in	water	flow	in	the	
pipes	at	various	beginning	units	are	depicted	in	Fig.	6.

Figure 6. Performance	of	a	vertical	hydroponic	system.

The	amount	of	time	needed	for	the	water	to	flow	differently	in	a	structure	with	
four	lines	is	not	constant.	This	is	frequently	a	result	of	the	plant’s	growth	and	its	
capacity	to	take	in	nutrients	from	the	nutrition	solution.	Each	line	has	fully	variable	
water	flow	units	that	can	be	used	in	accordance	with	the	requirements	of	the	plants	
at	various	times.	Because	the	IoT	framework	may	be	used	by	the	ultrasonic	sensor	
component	to	track	the	improvement,	plant	cultivation	won’t	be	adversely	affected	
by	changes	in	water	levels	in	the	lines.	Figure	7	below	shows	how	long	it	takes	to	
change	the	water	flow	in	the	lines	at	various	distances.	



100 CURRENT STUDIES IN ELECTRICAL ELECTRONICS AND COMPUTER ENGINEERING

Figure 7. The	different	water	flows	in	the	pipes	at	different	times

Figure 8.	Time	required	for	water	flow	variations	in	system	conduits
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The	vertical	hydroponic	structure	is	filtered	and	shown	using	a	robotic	mobile	
android	application,	and	the	data	is	subsequently	stored	in	databases	for	analysis.	
Finally,	data	was	gathered	from	the	outcomes	and	made	available	to	users.	This	might	
be	incredibly	enlightening	and	simple	to	use	to	achieve	desired	outcomes.	The	main	
factors	taken	into	account	are	plant	height,	leaf	extent,	and	the	number	of	leaves	borne	
by	the	structure.	A	clever	hydroponic	system	outperforms	a	conventional	structure,	
despite	the	fact	that	the	outcomes	are	singular.	The	quantity,	width,	and	level	of	the	
leaves	provide	a	fantastic	system.	Perception	is	not	carried	out	in	an	exceedingly	
normal	structure	since	 the	water	flow	and	feed	rate	are	continuously	determined.	
Water	is	a	really	reasonable	automatic	system.	Water	is	 likely	only	provided	in	a	
perfectly	suitable	automated	structure	when	the	plant	specifically	requests	it.	The	
device’s	results	over	the	course	of	one	month	in	a	constrained	region	are	shown	in	
Table	I	and	Table	II	below.

Table 1. Smart	Vertical	Hydroponic	System

Plant	Details Smart	Vertical	Hydroponic	System
1Pipe 2	Pipe 3	Pipe 4	Pipe

H	(cm) 10.9 9.8 11.0 10.6
W	(cm) 4.7 4.2 3.9 2.8

Leafsproduced 9 9 9 9

Table 2. Normal	Vertical	Hydroponic	System
Plant	Details Normal	Vertical	Hydroponic	System

1	Pipe 2	Pipe 3	Pipe 4	Pipe
H	(cm) 10.9 9.8 11.0 10.6
W	(cm) 4.7 4.2 3.9 2.8
Leafsproduced 9 9 9 9

CONCLUSION
Reusing	water	 is	 a	massive	development	 approach	 that	 can	be	 analyzed	with	

enormous	amounts	of	Big	Data,	which	might	help	lower	the	cost	of	development	
and	acreage	needed	to	build	a	sizable	farm.

IoT	 technologies	 assist	 farmers	 in	 monitoring	 water	 levels	 and	 completely	
unexpected	contamination	using	the	flexible	Android	app.	When	there	are	low	water	
levels	or	evaporation,	the	farm	owner	is	instantly	notified.	A	number	of	sensors	are	
employed	to	assess	 the	water	flow	and	quality	 in	order	 to	benefit	 the	plants.	The	
level	of	the	plants	is	noted	each	time	they	alter,	and	the	findings	are	shared.	Big	data	
analysis	is	used	by	farmers	to	understand	how	plants,	vegetables,	and	natural	fruits	
are	produced	 in	 relation	 to	 the	 seasons,	 such	as	winter	 and	 summer.	Small-scale	
farmers	can	collect	data	using	this	technique	since	it	is	both	simple	and	appropriate.	
This	 approach	 assists	women	 in	 explicitly	 filling	 out	 the	 technical	 and	 financial	
fields.
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INTRODUCTION
This	 chapter	book	 is	 an	overview	of	 the	 simulation	used	 for	different	 control	

modes	applied	to	the	heating	and	ventilation	in	order	to	compare	between	them	and	
to	be	able	to	make	the	choice	of	an	efficient	control	mode.	The	automated	control	
is	a	technique	for	continuously	regulating	the	physical	quantities	of	a	system	such	
as	temperature,	humidity	in	order	to	impose	on	it	an	operating	regime	according	to	
prescribed	targets	and	levels	in	a	disturbed	environment.

Switch on/off control mode
In	this	section	we	aim	to	control	the	temperature	in	the	greenhouse	by	applying	

the	ON/OFF	control	mode.	Figure	1	shows	the	reference	trajectory	and	the	evolution	
of	the	internal	and	external	temperature.	We	also	see	that	the	internal	temperature	
follows	the	set	point	perfectly.

Figure 1. Temperature	control	in	the	greenhouse	by	means	of	a	digital	controller

Discrete	control	is	simple	in	its	application	as	it	allows	the	temperature	inside	
the	 greenhouse	 to	 be	 regulated	 despite	 fluctuations	 in	 the	 outside	 temperature.	
However,	 this	method	also	has	some	disadvantages,	 such	as	 the	 large	number	of	
ON/OFF	switches.

These	fluctuations	are	unavoidable	because	 it	has	only	 two	 levels,	either	0	or	
100%,	as	shown	in	Figure	2.

Figure 2.	Evolution	of	the	digital	control
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The	 evolution	 of	 the	 discrete	 control,	 shown	 in	 Figure	 2,	 is	 addressed	 to	 the	
heating	 or	 ventilation	 device,	 as	 shown	 in	 Figure	 3,	 which	 clearly	 shows	 the	
evolution	of	the	commands	that	are	sent	to	these	two	actuators	in	order	to	regulate	
the	temperature	inside	the	greenhouse.

Figure 3.  Evolution	of	heating	and	ventilation	controls.

It	 can	 be	 seen	 that	 the	 two	 controls	 work	 alternately	 and	 that	 more	 heating	
is	 consumed	because	 the	outdoor	 temperature	 is	 very	 low.	This	 large	number	of	
switching	operations	is	the	result	of	the	effect	of	the	disturbances	imposed	by	the	
outside	environment	as	well	as	the	setpoint	adjustment.	We	propose	to	solve	the	set	
point	problem	by	adding	several	control	steps,	Figures	4	and	5	represent	respectively	
the	evolution	of	the	controlled	temperature	and	the	evolution	of	the	digital	control	
inside	the	greenhouse	during	three	hours.

Figure 4. Setpoint	and	temperature	over	the	interval	[0,	3]	h.
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Figure 5. Digital	control	over	the	range	[0,	3]	h

It	can	be	seen	that	the	temperature	evolution	corresponds	well	to	the	set	point,	
with	a	short	rise	time	and	a	practically	uniform	static	gain.	However,	there	are	too	
many	transitions	between	heating	and	ventilation,	which	leads	to	poor	energy	use.	
Therefore,	we	need	to	use	other	means	of	progressive	control	to	minimise	the	power	
consumption.

Implementation of the PID controller
In	 this	 section,	we	propose	 to	 establish	 a	mathematical	model	 of	 the	 internal	

temperature	progression	using	the	Broïda	method.	To	simulate	this	evolution,	we	
introduced	a	3V	step	at	the	input	of	the	open	loop	system	to	start	the	heating.	We	
then	determined	the	time	response,	and	found	that	the	initial	temperature	was	17°C	
and	that	it	stabilised	at	35.3°C

In	order	 to	be	able	 to	calculate	 the	DC	transfer	 function	corresponding	 to	 the	
evolution	 of	 the	 internal	 temperature	 of	 the	 greenhouse,	 it	 is	 then	 necessary	 to	
calculate	the	pure	time	delay	Tr	and	the	time	constant	τ	from	the	following	Broïda	
equations:

 1 22.8 1.8 2 ( )0.5rT t t s= − = 	et	 2 1(	5.5 32 (0) )t t sτ = − = 	 							 																									(1)

This	results	in	the	following	model.
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In	 order	 to	 validate	 the	 transfer	 function	 obtained,	 we	 simulated	 the	 index	
response	in	Matlab,	as	shown	in	Figure	6.	We	deduce	that	the	transfer	function	thus	
obtained	reflects	the	evolution	of	the	internal	temperature.
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Figure 6. Simulation	of	the	index	response	of	the	internal	temperature	in	open	loop.

In	the	following,	we	will	use	the	transfer	function	assuming	that	the	initial	value	
of	the	internal	temperature	is	zero	since	it	is	variable	throughout	the	year.	Our	main	
goal	is	to	control	the	temperature	regardless	of	the	choice	of	the	initial	temperature.	
Then,	 based	 on	 the	 different	 parameters	 identified,	 the	 gains	 of	 the	 PID	 control	
parameters	are	calculated	by	applying	the	following	formulas:
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These	parameters	were	used	to	control	the	temperature	in	the	greenhouse.	We	
excited	the	system	through	several	steps	to	ensure	the	controller	worked	properly.

Figure 7. Temperature	control	in	the	greenhouse	by	PID
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Figure 8. Evolution	of	PID	control

Figure 9. Temperature	control	using	PID	over	the	interval	[0,	3]	h.

Figure	 9	 shows	 the	 evolution	 of	 the	 controlled	 temperature	 over	 the	 period	
[0,	3]	h.	On	this	curve,	it	can	be	seen	that	there	are	fluctuations	in	the	vicinity	of	
the	setpoint	that	do	not	exceed	0.5°C.	These	variations	are	caused	by	the	external	
climatic	parameters	and	by	 the	 lack	of	filtering	of	 the	 input/output	signals	of	 the	
system.

Figure 10. Evolution	of	the	PID	control	over	the	interval	[0,	3]	h

Figure	10	shows	the	evolution	of	the	control	calculated	with	the	PID	controller.	
It	can	be	seen	that	the	control	is	progressive	and	is	cancelled	when	the	temperature	
reaches	 the	 desired	 value.	 It	 can	 also	 be	 seen	 that	 the	 temperature	 evolves	 in	
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accordance	 with	 the	 setpoint,	 with	 oscillations	 that	 do	 not	 exceed	 1°C.	 These	
disturbances	 are	 mainly	 caused	 by	 the	 equipment	 used	 and	 external	 influences.	
PID	control	has	been	successful,	but	is	still	sensitive	to	the	interference	caused	by	
the	wide	fluctuation	of	external	weather	parameters.	Furthermore,	it	is	based	on	a	
specific	identification	method	for	well-defined	climatic	conditions.	This	is	why	we	
observe	saturations	on	the	command	to	the	actuators	(Figure	8).

Implementation of Fuzzy Logic
We	have	one	input	variable:	temperror	which	is	actually	the	difference	between	

the	indoor	temperature	and	the	set	point.	We	have	two	output	variables:	heating	and	
fan	(Figure	11).

For		technological		reasons,		each		variable		has		its		own		range		of		variation,		
which		will		be	presented	in	the	“FIS	EDITOR”	window:

-					For	inputs:	Temperror	varies	from	-10	to	+10.
-					For	outings	:
Heating	 from	 0	 to	 +100%	 (100%	 corresponds	 to	 the	maximum	 speed	 of	 the	

motor).
Fan	from	0	to	+100%	(100%	corresponds	to	the	maximum	speed	of	the	motor).

Figure 11. The	inputs/outputs	of	our	system	on	the	FIS	Editor	window.
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Fuzzification of Variables
In	the	following	we	will	establish	the	ranges	of	variation	(the	fuzzy	sets),	define	

the	membership	functions	for	the	inputs	and	outputs	and	give	each	element	of	the	
membership	function	a	meaningful	name	as	shown	in	Figure	12.

Figure 12.	The	temperror	membership	function.

For	 the	 input	we	 chose	 four	 trapezoidal	 shaped	 fuzzy	 sets	 and	one	 triangular	
shaped	set:	(NB:	Negative	Large;	NM:	Negative	Medium;	Z:	Zero;	PM:	Positive	
Medium	and	PB:	Positive	Large).	For	the	output	we	have	chosen	four	trapezoidal	
and	one	triangular	fuzzy	sets	for	the	heater	and	the	fan	respectively:	(VL:	very	low	
speed;	L:	low	speed;	M:	medium	speed;	H:	high	speed	and	VH:	very	high	speed).	
As	shown	in	Figure	13.
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Figure 13.	Fuzzy	sets	for	heating.

Inference Rules
After		defining		the		different		membership		functions,	 	we		implemented		our		

inference		rules	(Figure		14),		with		the		aim		of		realising		the		operating		requirements		
of		our		system,		For	example:	If	(temperror	is	NB	i.e.	the	difference	between	the	
internal	 temperature	and	 the	setpoint	 	 is	 	very	 	small)	 	 then	 	 the	 	controller	 	will		
automatically		activate		the		heater		at		the	maximum	speed	VH	and	the	fan	at	its	
minimum	speed	VL.

Figure 14 . Implementation	of	the	inference	rules.
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Use of the Rule Viewer

Figure 15.	Rule	viewer	simulation	of	controller	outputs.

The	 rule	 viewer	 is	 designed	 to	 simulate	 the	 system	 outputs	 by	 varying	 the	
inputs	and	is	based	on	the	inference	rules	implemented	in	the	rule	editor,	e.g.	for	a	
temperature	error	of	6°C,	the	controller	will	activate	the	heater	at	3.63%	and	the	fan	
at	92.5%.	The	input	value	can	be	changed	by	dragging	the	marker	with	the	mouse	to	
see	the	influence	on	the	defuzzed	outputs.

The	figure	 16.	 illustrates	 the	 variation	 of	 the	 internal,	 external	 as	well	 as	 the	
setpoint	temperature.	We	see	that	the	internal	temperature	evolves	adequately	with	
a	very	low	rise	time.

Figure 16.	Internal	temperature	control	by	FLC

The	 figure	 16.	 shows	 the	 variation	 in	 control	 exerted	 on	 the	 actuators.	 The	
pseudo-pulses	shown	there	are	from	large	setpoint	derivations	during	the	transition	
between	operating	points.
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ü

Figure 17.  FLC	process	control

Figure	17,	shows	the	variation	of	the	internal	temperature	regulated	over	[0,	3]	h,	
using	the	FLC.	This	temperature	perfectly	respects	the	set	point	with	the	minimum	
possible	fluctuations.

Figure 18.	Temperature	control	over	the	interval	[0,	3]	h

Figure	18	shows	the	progression	of	the	fuzzy	control	over	[0,3]	h.	It	is	smoother	
than	the	previous	control	modes	and	resets	quickly	to	its	minimum	value	as	its	rise	
time	is	very	short.

Figure 19. Evolution	of	the	FLC	command	over	the	interval	[0,	3]	h
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Choice of the Controller
The	perfect	controller	does	not	really	exist,	and	therefore	a	compromise		must	be	

found	between	the	various	desired	specifications,	such	as	the	speed	of	the	system,	
its	accuracy,	 its	 robustness,	 its	 repeatability	due	 to	a	change	 in	 the	setpoint	or	 to	
external	disturbances.

In	this	section	of	the	chapter,	we	will	present	the	comparison	of	the	experiments	
carried	out	on	the	different	controllers	used,	such	as	the	TOR,	PID	and	FLC.

In	order	to	compare	the	temporal	results	recorded	for	the	different	temperature	
ranges,	 we	will	 focus	 on	 the	 index	 responses	 obtained	 for	 the	 first	 three	 hours,	
presented	in	figures	(4,	10,	19),	in	order	to	simplify	the	reading	and	understanding	
of	 the	 curves.	 These	 figures	 allow	 us	 to	 visualise	 the	 variation	 of	 the	 internal	
temperature	during	the	same	period	of	time	and	applying	the	same	external	climatic	
conditions	but	using	different	regulation	modes.

All	 of	 the	 controllers	 used	 in	 this	 work	 were	 able	 to	 control	 the	 internal	
temperature	in	the	greenhouse.	Indeed,	we	found	that	the	temperature	level	in	the	
greenhouse	was	kept	within	the	desired	range	and	fluctuated	around	the	set	points.

The	method	of	control	by	means	of	the	TOR	technique	has	shown	that	temperature	
control	 in	 the	 greenhouse	 is	 not	 a	 recommended	 technique	 as	 the	 exhaustive	
external	 disturbances	 involved	 numerous	 switches	 and	 transitions	 between	 the	
different	actuators	and	this	 technique	has	several	fluctuations,	and	this	represents	
a	major	shortcoming,	especially	in	terms	of	the	life	of	the	equipment	and	the	poor	
management	of	the	energy	consumed

On	 the	 other	 hand,	 by	 observing	 these	 figures	 which	 illustrate	 the	 evolution	
of	 the	 control	 system	used,	we	note	 that	 the	PID	control	 has	 a	 very	high	power	
consumption	to	reach	the	target	set.	Indeed,	we	notice	that	this	control	is	cancelled	
late	compared	to	other	types	of	controllers	and	that	the	number	of	resets	is	relatively	
low.

Furthermore,	its	value	does	not	exceed	0.75	(V)	during	the	very	first	three	hours	
of	 regulation.	The	PID	 reach	 a	maximum	value	 that	 exceeds	 1.3V	 and	 does	 not	
guarantee	reliability	performance	in	the	presence	of	excessive	variations	in	external	
parameters.	Indeed,	this	technique	requires	a	very	precise	and	restricted	operating	
time.	The	main	 interest	 in	 implementing	 this	 technique	 is	 to	find	a	mathematical	
model	that	is	as	valid	as	possible.

It	is	also	very	important	to	emphasise	that	the	PID	become	saturated	after	a	few	
hours	due	to	strong	external	climatic	disturbances.



117CURRENT STUDIES IN ELECTRICAL ELECTRONICS AND COMPUTER ENGINEERING

CONCLUSION
In	this	chapter	book,	we	have	first	presented	some	notions	on	automatic	control.	

Then,	we	described	the	operation	of	discrete,	PID	and	fuzzy	controls.
Then,	we	used	the	Matlab	Simulink	software	to	simulate	the	temperature	in	the	

greenhouse	using	the	different	control	techniques.
Finally,	 we	 compared	 these	 controllers	 in	 order	 to	 choose	 the	 appropriate	

controller	for	the	types	of	non-linear	systems	that	have	strong	external	disturbances.
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INTRODUCTION
In	 recent	 years,	 fossil	 fuel	 and	 greenhouse	 gas	 emissions	 have	 been	 high	 in	

our	 country	 and	 in	 the	world.	One	of	 the	 reasons	 for	 this	 is	 the	high	number	of	
vehicles	 with	 internal	 combustion	 motors	 used	 in	 transportation.	 Therefore,	 the	
automobile	industry	is	switching	to	electric	vehicle	transport.	The	main	advantages	
of	 EVs	 are	 their	 low	 emissions,	 quiet	 operation	 and	 high	 efficiency.	The	 reason	
for	these	advantages	in	EVs	is	the	electric	motors	used.	The	type	of	electric	motor	
is	 of	 great	 importance	 in	 regulating	 the	 operating	 characteristics	 of	 the	 vehicle.	
Asynchronous	motors,	direct	current	(DC)	motors,	brushless	DA	motors,	permanent	
magnet	synchronous	motors	and	switched	reluctance	motors	are	the	main	types	of	
electric	motors	 preferred	 in	 EVs	 [1].	 In	 the	 chapter,	 the	 examination	 of	 various	
types	of	electric	motors	used	in	EVs,	the	number	of	uses	and	the	estimation	for	the	
coming	periods	are	made	[2].	Looking	at	these	studies,	it	is	seen	that	BLDC	motors	
are	widely	used	in	EVs	due	to	their	high	power	density,	high	efficiency	and	easier	
control	[3].	In	addition,	by	using	permanent	magnets	instead	of	rotor	windings	in	
the	motor	 structure,	BLDC	can	become	more	compact	 and	produce	high	power-
torque	 density	 [4].	 For	 PMBLDC	motor	 supervision	 [5]	 and	 drive	 [6]	 are	 being	
studied.	Looking	at	such	studies,	it	is	seen	that	single	[7]	inverters	are	used	for	the	
control	and	supervision	of	electric	vehicle	applications,	or	individual	inverters	[8]	
are	used	to	control	the	torque	of	each	motor	separately.	Apart	from	these,	methods	
called	 phase	 advance	 and	 hold	 control	 are	 also	 used	 [9].	 However,	 studies	 on	
optimum	torque	and	efficiency	performance	for	PMBLDC	are	more	popular	[10].	In	
particular,	permanent	magnet	and	rotor	configurations	strongly	influence	the	torque	
and	efficiency	performance	of	permanent	magnet	 electric	motors.	 In	 the	chapter,	
different	rotor	configurations	of	the	BLDC	motor	with	35	kW	Halbach	array	fixed	
magnet	were	compared	and	evaluated.	Finite	element	technique	was	used	to	analyze	
and	 compare	 different	 geometry	 parameters	 and	 rotor	 magnet	 configurations	 to	
improve	efficiency	and	torque	performance	[11].	In	a	different	study	using	the	finite	
element	 technique,	a	comparative	analysis	 is	performed	for	eight	different	model	
designs	of	PM	BLDC	motor	with	 ferrite	magnet.	As	 a	 result	 of	 the	 comparison,	
it	is	proven	that	the	reference	design	has	a	lower	knock	torque	and	a	lower	drive	
torque	compared	 to	other	motor	designs	 [12].	One	of	 the	areas	where	PMBLDC	
motors	are	studied	for	efficiency	and	high	torque	capacity	is	the	permanent	magnet	
types	in	their	structure.	Alnico,	Ferrite	(ceramic),	SmCo	and	NdFeB	magnets	are	
used	in	PMBLDC	motors.	However,	among	these	types	of	magnets,	boron	(NdFeB)	
magnets,	which	consist	of	rare	earth	elements,	neodymium,	iron	and	elements	of	
different	 densities,	 are	 widely	 preferred	 because	 they	 provide	 a	 good	 magnetic	
field	per	volume.	The	reference	study	compares	the	performance	of	NdFeB	magnet	
types	with	different	power	densities	(N28-N35-N52).	As	a	result	of	the	study,	N52	
type	magnets	were	 found	 to	have	a	higher	 torque	and	efficiency	 ratio	 than	other	
types	of	magnets	[13].	In	a	different	study,	the	performance	and	cost	of	the	3-phase	
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PMBLDC	motor	are	investigated	using	the	finite	element	method.	In	the	comparison	
made	using	NdFeB	and	ferrite	magnets,	it	is	determined	that	the	motor	with	Ferrite	
magnet	is	heavier	and	more	costly	than	the	NdFeB	magnet	motor	[14].

However,	 in	this	chapter,	 the	performance	effects	of	NdFeB	type	N35	magnet	
types	with	different	performances	at	different	temperatures,	which	are	widely	used	
in	PMBLDC	gearless	motor	structure	and	can	be	used	in	traction	motors	of	EVs,	are	
examined.	Effects	of	magnets	on	the	engine;	It	is	aimed	to	generate	data	for	magnet	
selection	in	motor	design	by	obtaining	the	effects	of	performance	parameters	output	
power,	torque	and	efficiency	at	temperatures	of	20°C,	60°C	and	100°C.

Permanent Magnet Brushless Direct Current Motors (PMBLDC)
Nowadays,	PMBLDC	motors	are	preferred	in	many	applications,	especially	in	

EVs.	These	motors	have	advantages	such	as	long	operating	life,	very	small	RF	noise	
compared	to	the	traditional	brushed	direct	current	motor,	low	maintenance	cost	and	
no	arcing,	higher	efficiency	and	ability	to	go	to	very	high	speeds,	and	high	dynamic	
response	[15].	These	motors	are	equipped	with	a	coil-wound	stator	that	generates	a	
fixed,	single	or	multipolar	electromagnetic	field	and	a	movable	rotor	part	with	a	fixed	
magnet.	There’s	an	air	gap	between	the	stator	and	the	rotor.	The	coils	are	wound	into	
the	stator	slots	in	the	motor.	The	PMBLDC	motors	are	classified	according	to	their	
gear	condition	and	rotor	structure.	Figure	1	shows	the	classification	of	these	motors.

Figure 1. Classification	of	PMBLDC	motors

In	PMBLDC	gearless	motors,	the	rotor	as	a	whole	is	moved	by	copper	windings	
fixed	to	the	rotor	shaft.	Thus,	friction	losses	are	reduced	as	there	will	be	no	friction.	
In	addition,	its	regenerative	braking	feature	leads	to	the	preference	of	the	gearless	
motor	 in	EVs.	 In	 geared	PMBLDC	motors,	 the	motor	 is	 connected	 to	 the	 stator	
with	 a	 gear	 reduction	 system.	Although	 high	 torque	 and	 efficiency	 are	 achieved	
by	means	of	geared	structure,	the	losses	of	these	motors	are	high	and	require	more	
maintenance.	

PMBLDC	motors	consist	of	a	fixed	magnet	rotor	and	a	stator	with	windings	placed	
on	it.	However,	the	stator	structure	with	windings	made	to	produce	a	sinusoidal	flux	
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density	in	the	air	gap	of	the	machine	is	similar	to	that	of	an	asynchronous	motor.	The	
stator	structure	consists	of	an	outer	body	and	a	core	with	windings.	The	windings	
can	be	distributed	windings	or	undistributed	windings	according	to	the	stator	design.	
In	the	stator,	3-phase	windings	are	wound	in	the	stator	core.	As	with	the	three-phase	
induction	motors	from	the	stator	windings	in	the	BLDC	motor,	a	rotating	magnetic	
field	is	generated	when	the	alternating	current	passes,	allowing	the	rotor	to	rotate.	
The	magnets	could	be	embedded	in	the	inner	rotor,	surface	mounted,	or	in	a	Halbach	
array.	The	general	structure	of	the	PMBLDC	motor	and	the	frequently	used	types	of	
magnets	according	to	their	placement	in	the	rotor	are	given	in	Figure	2.	

Figure 2. The	general	structure	of	the	PMBLDC	motor

PMBLDC	motors	consist	of	permanent	magnet	 rotor	and	stator.	The	magnets	
are	placed	between	the	magnetic	material	brushes	of	 the	pole	pieces	 in	 the	rotor.	
The	performance	evaluation	of	magnets	used	in	FDA	motors	utilizes	 the	motor’s	
magnetic	 equivalent	 electrical	 circuit.	 Figure	 3	 shows	 the	 magnetic	 equivalent	
circuit	of	the	PMBLDC	motor.	



123CURRENT STUDIES IN ELECTRICAL ELECTRONICS AND COMPUTER ENGINEERING

Figure 3. PMBLDC	gearless	motor	magnetic	equivalent	circuit

The	 performance	 of	 the	 permanent	 magnet	 determined	 using	 the	 magnetic	
equivalent	circuit	given	in	Figure	3	depends	on	the	type,	characteristics	and	size	of	
the	magnet.	In	the	position	where	the	magnet	is	located,	the	equivalent	consists	of	a	
flux	source	( )	and	a	parallel	internal	reluctance	value	( ),	and	the	magnetic	flux	
value	in	the	equivalent	expression	is	expressed	by	Equation	1.

	 	 	 	 	 	 	 											(1)
Here	 ,	 	 refer	 to	 the	 magnetic	 flux	 produced	 by	 the	 magnet,	 the	

permanent	flux	density	of	the	magnet	and	the	cross-sectional	area	of	the	magnet,	
respectively.	The	cross-sectional	area	is	given	in	Equation	2.

	=	 	*	L	 	 	 	 	 	 	 												(2)

In	Equation	2,	 	 refers	 to	 the	width	of	 the	magnet	and	L	 the	 length	of	 the	
package.	Here,	 it	 can	 be	 seen	 that	 the	 size	 of	 the	magnet	 is	 associated	with	 the	
magnetic	flux,	and	therefore	to	the	motor	performance.	In	addition,	the	reluctance	
value	given	in	the	equivalent	circuit	of	the	magnet	is	determined	with	Equation	3.

	 	 	 	 	 	 	 											(3)
Here,	 	refers	to	the	length	of	the	magnet,	 	the	magnetic	permeability	of	the	

air	gap,	 	the	magnetic	permeability	of	the	magnet.	The	air	gap	reluctance	value	in	
the	magnetic	equivalent	circuit	is	given	in	Equation	4.

	 	 	 	 	 	 	 													(4)
In	 Equation	 4,	  and	 ;	 refer	 to	 air	 gap	 reluctance,	 air	 gap	

length,	crankcase	coefficient,	magnet	surface	diameter	and	magnet	surface	angle,	
respectively.	
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When	all	these	equations	are	examined,	it	is	seen	that	the	performance	values	of	
PMBLDC	motors	depend	on	the	permanent	magnet	parameters	used	in	the	motors.	
In	 addition,	 in	 the	 design	 of	 PMBLDC	motors,	 the	 choice	 of	 the	 housing-pole	
combination	of	the	motor	as	well	as	the	magnet	design	is	important.	

FINDINGS AND RESULTS
The	higher	 the	degree	of	 the	magnet	 (the	number	 after	 ‘N’),	 the	 stronger	 the	

magnet	becomes.	Any	letter	following	the	degree	refers	to	the	degree	of	temperature	
of	the	magnet.	If	there	is	no	letter	following	the	degree,	the	magnet	is	at	the	standard	
temperature.	 Temperature	 values	 standards	 are	 determined	 as	 M-H-SH-UH-EH	
and	AH	 [16].	The	 temperature	 degree	 of	 each	 class	 is	 different	 according	 to	 the	
maximum	 operating	 temperatures	 and	 the	 maximum	 temperature	 values	 called	
Curie	temperature,	where	the	magnet	loses	its	permanent	magnetism	feature,	and	
these	values	are	given	in	Table	1.	

Table 1. Operating	and	curie	temperatures	of	NDFEB	magnets.

Magnets Type Max. Operating Temperature (°C) Curie Temperature (°C)
N 80 310
NM 100 340
NH 120 340
NSH 150 340
NUH 180 350
NEH 200 350
NAH 220 350

Permanent	 magnets	 are	 classified	 according	 to	 where	 they	 are	 used	 in	 the	
industrial	area	and	according	to	their	working	and	best	performance	temperatures.	
These	classes	(AH,	EH,	H,	M,	MX,	SH,	SHX,	UH,	X,	etc.)	also	show	the	strength	
of	the	magnet	in	the	magnetic	field.	In	this	chapter,	the	technical	characteristics	and	
parameters	of	the	PMBLDC	motor	with	N35	type	permanent	magnet	are	given	in	
Table	2.

Table 2. The	gearless	PMBLDC	motor	basic	parameters.

Parameters Values
Current 24	A
Voltage 110	V

Continuous	power 2,45	kW
Peak	power 8	kW

Continuous	Torque 52	Nm
Peak	torque 345	Nm
Frequency 400	Hz
Base	speed 200	rpm

Maximum	speed 395	rpm
Poles 16
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The	model	 of	 the	PMBLDC	gearless	motor	 designed	 in	 the	Anssys	Maxwell	
analysis	program	is	given	in	Figure	4.	Here,	steel	1008	material	was	used	in	the	core	
of	the	motor,	and	the	stator	groove	structure	is	given	in	Figure	4.	N35	type	magnet	
was	used	in	the	rotor	groove	part	of	the	motor	and	its	geometry	was	designed.

Figure 4. A	PMBLDC	gearless	motor	schemes

In	the	chapter,	the	effects	of	types	of	NdFeB	type	magnet	group	element	produced	
with	N35	type	rare	earth	elements	used	in	the	rotor	structure	of	PMBLDC	gearless	
motor	with	different	performance	values	at	different	temperature	values,	when	the	
ambient	temperature	value	is	20	°C	and	at	60°C	and	100	°C,	which	they	can	reach	
during	operation	on	motor	performance	parameters	were	determined.	In	the	Anysy	
Maxwell	analysis	of	the	motor,	mesh	was	assigned	to	the	surfaces	every	0.0092	mm	
interval	for	magnetic	analysis.	The	view	of	geometry	designed	for	electromagnetic	
analysis	is	as	in	Figure	5.

Figure 5. A	PMBLDC	gearless	motor	schemes	(mesh)
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The	maximum	speed	values	of	the	analyzed	PMBLDC	Gearless	motor	when	the	
N35	magnet	rotor	structure	is	operating	at	20	°C	and	then	at	60	°C	and	100	°C	are	
given	in	Figure	6.

a)	 20	°C b)	 60	°C

c)	100	°C
Figure 6. Effect	of	N35	type	magnets	with	different	temperature	degrees	used	in	PMBLCD	Gearless	

motor	on	motor	speed	at	different	ambient	temperatures

When	Figure	6	is	examined,	it	is	seen	that	the	effect	of	N35	type	magnet	with	
different	 temperature	degrees	used	 in	PMBLDC	gearless	motors	on	motor	 speed	
varies	in	20	°C,	60	°C	and	100	°C	ambient	conditions.	It	is	seen	that	N35AH	magnets	
at	20	°C	and	60	°C	and	N35	magnet	at	100	°C	provide	higher	speed	performance.	The	
performance	difference	of	different	types	of	these	magnets	at	different	temperatures	
confirms	 the	 formation	of	operating	ranges	according	 to	 the	NdFeB	type	magnet	
temperature	values	given	in	Table	1.

Figure	 7	 shows	 the	 efficiency	 values	 of	 N35	 type	 magnets	 with	 different	
temperature	 degrees	 used	 in	 PMBLDC	 Gearless	 motor	 at	 different	 ambient	
temperatures	(20	°C,	60	°C	and	100	°C).
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a)	 20	°C b)	 60	°C

c)	100	°C
Figure 7.	Effect	of	N35	type	magnets	with	different	temperature	degrees	used	in	PMBLCD	Gearless	

motor	on	motor	efficiency	at	different	ambient	temperatures

When	the	motor	efficiency	performance	of	the	N35	type	magnet	with	different	
temperature	degrees	used	 in	PMBLDC	Gearless	motors	under	20	 °C,	60	 °C	and	
100	°C	ambient	conditions	is	examined	according	to	the	data	shown	in	Figure	7,	
it	is	determined	that	there	is	no	very	high	rate	of	change	but	there	are	differences.	
Considering	the	maximum	magnet	operating	temperatures	of	the	PMBLDC	Gearless	
motor	 operating	 at	 different	 ambient	 temperatures,	 it	 is	 seen	 that	 the	 efficiency	
performance	of	the	N35SHZ	type	magnet	of	the	N35	permanent	magnet	motor	with	
a	maximum	operating	temperature	of	150°C	is	better	than	other	types.	

Figure	8	shows	the	effect	of	N35	type	magnets	with	different	temperature	degrees	
used	 in	 PMBLDC	 Gearless	 motor	 on	 motor	 output	 power	 at	 different	 ambient	
temperatures	(20	°C,	60	°C	and	100	°C).	
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a)	 20	°C b)	 60	°C

c)	100	°C
Figure 8. Effect	of	N35	type	magnets	with	different	temperature	degrees	used	in	PMBLCD	Gearless	

motor	on	motor	power	at	different	ambient	temperatures

In	the	PMBLCD	Gearless	motor	with	8	kW	label	value,	it	is	seen	that	the	output	
power	values	differ	in	the	effect	of	the	N35	type	magnet	with	different	temperature	
degrees	used	in	the	motor	on	the	motor	performance	at	20	°C,	60	°C	and	100	°C	
temperature	conditions.	It	is	seen	that	the	N35X	type	magnet	at	20	°C	and	60	°C	
operating	conditions	and	the	N35SHZ	type	magnet	at	100	°C	operating	conditions	
are	more	effective	in	the	power	performance	of	the	N35	permanent	magnet	motor.	
The	effect	of	N35	type	magnets	with	different	temperature	degrees	used	in	PMBLDC	
Gearless	motor	on	motor	output	torque	at	different	ambient	temperatures	(20	°C,	60	
°C	and	100	°C)	is	given	in	Figure	9.
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a)	 20	°C b)	 60	°C

c)	100	°C
Figure 9. Effect	of	N35	type	magnets	with	different	temperature	degrees	used	in	PMBLCD	Gearless	

motor	on	motor	torque	at	different	ambient	temperatures

According	to	the	label	values	of	 the	prototype	motor	used	in	the	chapter,	 it	 is	
determined	that	the	torque	values	of	the	PMBLCD	Gearless	motor	with	a	maximum	
torque	 value	 of	 345Nm	 have	 an	 effect	 on	 the	motor	 performance	 under	 20	 °C,	
60	°C	and	100	°C	 temperature	conditions	 in	 the	N35	 type	magnet	with	different	
temperature	degrees	used	in	the	motor.	Accordingly,	it	is	seen	that	N35	and	N35X	
type	 magnets	 are	 more	 effective	 at	 20	 °C	 and	 60	 °C	 operating	 conditions,	 and	
N35SHZ	 type	magnet	 is	more	 effective	 at	 the	 torque	 of	N35	 permanent	magnet	
motor	at	100	°C	operating	conditions.	
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CONCLUSIONS
The	PMBLDC	gearless	motor	with	8kW	output	 power	used	 in	 the	 chapter	 is	

one	of	the	motor	types	that	can	be	used	as	a	traction	motor	in	EVs	with	a	simple	
structure	 in	electric	vehicle	 technology.	Determining	 the	parameters	affecting	 the	
performance	of	 this	motor	with	more	optimum	values	during	 the	design	phase	 is	
necessary	to	perform	the	system	performance	in	the	best	way.	In	this	chapter,	it	was	
tried	to	determine	the	effect	of	N35	magnet	type,	which	is	widely	used	in	the	motor	
structure	that	has	an	effect	on	the	performance	parameters	of	the	motor	that	has	an	
effect	on	the	system	performance,	on	the	motor	output	parameters	of	the	types	that	
provide	performance	at	different	temperature	values.	It	has	been	obtained	that	N35	
magnet	type	produces	the	best	power	and	torque	values	during	motor	operation	at	
20	°C	and	60	°C,	and	N35	and	N35X	data	at	100	°C,	and	N35SHZ	at	100	°C.	In	
addition,	when	the	efficiency	of	the	motor	was	evaluated,	the	best	efficiency	value	
was	obtained	in	the	N35SHZ	magnet	type	in	all	of	 the	20	°C,	60	°C	and	100	°C	
temperature	data	tested	in	the	chapter.	In	addition,	it	has	been	determined	that	the	
maximum	speed	value	of	PMBLDC	gearless	motor	during	idling	is	reached	at	20	
°C	and	60	°C	with	N35AH	magnet	type	values,	and	at	100	°C	with	N35	magnet	
type	values.	According	to	these	values,	which	temperature	performance	N35	type	
magnet	can	be	used	for	N35	magnet	type	during	design	in	EVs	where	PMBLDC	
gearless	motor	is	used	was	determined	according	to	the	preferences	sought.
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INTRODUCTION
As	humanity	knows,	electricity	demand	is	increasing	daily,	and	fossil	fuels	are	

limited	worldwide.	Now	engineers	are	trying	to	find	other	ways	for	most	renewable	
energy	sources	to	fulfill	the	electricity	demand.	Most	people	use	photovoltaic	solar	
energy,	and	the	ratio	of	solar	installations	is	increasing.	Solar	energy	is	clean	energy	
and	does	not	produce	any	pollutants,	a	natural	process	that	converts	sunlight	rays	
directly	into	electricity.	

Fossil	 fuels	 like	 petroleum	 and	 natural	 gas	 are	 costly,	 and	 the	 total	 amount	
decreases	daily.	The	massive	amount	of	fossil	fuels	will	significantly	affect	our	clean	
environment.	In	addition,	researchers	can	see	that	present	nuclear	energy	has	almost	
reached	its	end,	and	it	is	unclear	whether	the	new	will	supply	the	same	amount	of	
power	or	not	[1].	

Energy	prediction	is	a	topic	that	has	been	under	consideration	in	power	systems	
for	a	very	long	time.	In	power	engineering,	energy	generation	prediction	allows	us	
to	organize	our	load	according	to	our	generation.	The	crucial	point	is	how	to	make	
a	prediction	model	based	on	existing	data	and	forecast	the	value	for	the	future	for	a	
certain	period.	Even	with	many	kinds	of	provided	models,	forecasting	is	still	unclear	
due	to	high	accuracy	requirements	nowadays	due	to	development	in	energy-saving	
and	generation	sectors	[2].	

In	the	literature,	various	methods	are	used	for	prediction,	which	can	be	separated	
into	 three	 fundamental	classes:	hybrid	methods,	conventional-statistical	methods,	
and	artificial	intelligence	models	[3].	Traditionally	through	mathematical	equations,	
the	 output	was	 related	 to	 the	 inputs.	This	white	 box	model	 is	 used	 for	multiple	
regression,	 linear	 regression,	 and	 autoregressive	 moving	 averages	 (ARMA).	
Grey	prediction	is	also	another	commonly	used	method.	For	more	data	sets,	these	
algorithms	can	work	and	are	very	easy	to	implement.	Still,	their	prediction	precision	
will	generally	be	 low	 if	 it	 is	 compared	with	 recent	machine	 learning	algorithms.	
State-of-the-art	 machine	 learning	 needs	 complex	 computations.	 It	 can	 give	 us	
strong	learning	ability	and	high	accuracy.	Black-box	models	are	the	second	class	of	
learning	algorithms	in	which	artificial	intelligence	methods	are	mainly	used.	Still,	
these	methods	 are	 applicable	 and	 efficient	 for	 only	 data	with	 undefined	 internal	
dynamics	(linear	and	non-linear).	There	is	another	method	called	hybrid	methods	
that	combine	two	methods	of	optimization	and	artificial	intelligent	algorithms,	which	
are	very	efficient	and	have	high	precision.	However,	due	to	their	high	computational	
complexity,	they	are	less	commonly	used	among	researchers	[4].	

In	2001,	a	network	name	EUNITE	planned	a	worldwide	competition	on	electrical	
energy	 prediction	 problems.	 In	which	 SVR	 (support	 vector	 regression)	 or	 SVM	
(support	vector	machine)	outperforms	all	other	algorithms	[5].	Some	latest	research	
has	realized	that	for	time	series	prediction,	Random	Forest	Regression	(RFR)	is	also	
very	useful	and	efficient;	even	in	some	data	sets,	it	is	better	than	SVM	[6].	
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The	 forecasting	 algorithm	 known	 as	ARIMA,	 or	 “Autoregressive	 Integrated	
Moving	Average,”	is	founded	on	the	notion	that	past	values	of	the	time	series	alone	
can	 be	 used	 to	 predict	 future	 values.	The	ARIMA	model	 is	 a	 time	 series	model	
commonly	 studied	 in	 forecasting,	 and	 research	 is	 still	 ongoing	 to	make	 it	more	
efficient.	Reasons	for	 the	recognition	are	 the	 implementation’s	simplicity	and	the	
well-known	Box	Jenkins	methodology	[7,	8].

The	 remaining	 paper	 is	 organized	 as	 follows:	 Section	 II	 overviews	 machine	
learning	methods.	 In	 section	 III,	 the	methodology	 is	 defined.	 In	 section	 IV,	 the	
results	of	the	proposed	work	are	given.	Moreover,	in	section	V,	the	paper	concludes	
with	future	work.

MACHINE LEARNING METHODS 
Random Forest Regression 
Several	techniques	have	been	used	for	prediction	in	the	last	few	decades.	One	of	

the	best	methods	used	is	random	forest	regression.	In	Random	Forest	(RF),	many	
decision	 trees	 are	 generated.	 Every	 observation	 feeds	 every	 decision	 tree.	 The	
most	occurring	outcome	for	every	observation	is	taken	from	the	final	output.	For	
those	classes,	which	are	not	cooperating	 in	building	 trees,	an	error	assessment	 is	
made,	and	this	error	is	called	out-of-bag	errors,	which	are	estimated	and	denoted	in	
percentage	[9].	

Each	 decision	 split	 selects	 the	 feature	 randomly	 in	 an	 (RF).	These	 randomly	
chosen	 features	 reduce	 the	 correlation	 between	 trees	 and	 result	 in	 it	 increasing	
our	 efficiency,	 and	 next,	 it	 improves	 our	 power	 of	 prediction.	There	 are	 several	
advantages	 of	 random	 forest	 regression.	The	 first	 is	 the	 overfitting	 problem;	 the	
second	is	that	they	are	less	sensitive	to	outliers.	Finally,	in	the	case	of	training	data,	
feature	importance	is	generated	automatically	[10].	

Another	motivation	 for	 random	forest	 regression	 is	 to	give	us	all	 the	benefits	
researchers	 can	 get	 from	 decision	 trees.	 In	 addition,	 the	 involvement	 of	 more	
features	 like	 its	voting	scheme	by	which	decisions	are	made,	 the	use	of	bagging	
on	samples,	and	a	subset	of	random	variables	because	of	these	different	properties	
enable	us	to	give	good	results	compared	to	decision	trees	[11].	

The	random	forest	is	suitable	for	high-dimensional	data	because	it	can	handle	
all	missing,	continuous,	binary,	and	categorical	values.	The	ensemble	scheme	and	
bootstrapping	make	it	possible	to	make	Random	Forests	strong	against	the	overfitting	
problem.	As	a	 result,	 the	 researchers	do	not	need	 to	 trim	 the	 trees.	Besides	high	
prediction,	Random	Forest	is	highly	efficient	and	parametric	for	different	datasets.	
Random	 Forest	 is	 unique	 among	 other	 machine	 learning	 modules	 in	 terms	 of	
accuracy	and	prediction.	

Random	Forests	magnify	 the	number	of	 trees	by	making	 them	 from	different	
data	subsets	to	eliminate	the	correlation	or	relationship	of	other	trees.	This	process	
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is-called	 bagging.	A	 technique	 used	 for	 the	 creation	 of	 training	 data	 by	 taking	
repetitive	sampling	randomly	with	the	replacement	of	the	original	data	set	without	
removing	or	deleting	any	data	selected	from	the	input	for	the	following	data	set:	

																																																																																								(1)
where	 	 represents	 the	 same	distribution	 random	vector,	maybe	 some	of	 the	

data	are	never	used,	and	some	data	be	used	more	than	any	time.	Thus,	increasing	
our	stability	and	increasing	our	prediction	level.	Figure	1	shows	the	configuration	
of	Random	Forests.	A	Random	Forest	 functions	by	 creating	 some	decision	 trees	
throughout	training	times	and	outputting	the	means	of	the	classes	as	the	prediction	
of	all	the	trees	[12].	

Support Vector Machines (SVM) 
Vapnik	and	his	team	invented	the	support	vector	machine	in	1995.	Recently	the	

yon	basis	base	of	Statistic	Learning	Theory	 (SLT),	Structural	Risk	Minimization	
(SRM),	and	Support	Vector	Machine	(SVM)	have	been	able	to	solve	regression	and	
problems	before	it	was	only	applied	to	classification	problems	[13].	Due	to	many	
promising	and	catching	features	and	good	empirical	performance	support,	vector	
machines	 are	 becoming	 increasingly	 popular.	 For	 the	 different	 classification	 and	
regression	applications,	SVM	helps	us	 to	analyze	 the	data.	SVM	is	broadly	used	
due	to	the	variety	of	explaining	the	non-linear	problem.	Even	if	our	training	data	
is	small,	researchers	can	use	it	for	both	regression	tasks	and	classification	tasks	in	
terms	of	regression	named	Support	Vector	Regression	(SVR).

Figure 1. Random	Forests	Regression

Sample	set	for	a	study	 	input-output	data
																																																						(2)

In	addition,	its	function	of	regression	is	denoted	as
																																																														(3)	

where , 	and	 	are	normal	vectors	to	the	hyperplane,	the	input	vectors,	and	the	
hyperplane’s	 distance,	 respectively.	The	key	 idea	 is	 to	 use	 a	 non-linear	mapping	
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process.	The	vector	input	high	dimensional	feature	stores	will	be	mapped	using	non-
linear	SVM.	There	are	more	chances	that	data	can	be	separated	linearly	[14].	The	
formulated	problem	can	be	seen	below.	

																																																												(4)			

  																																																																							(5)	

where	 	stands	for	the	slack	variable,	and	 	is	the	cost	function	and	measures	the	
model’s	 precision,	 	 represents	 the	 error	 allowed	 for	 each	 point	 of	 the	 training	
set.	The	model	accuracy	will	be	significantly	higher	 if	 	 is	more	significant,	but	
overfitting	may	result.	A	big	hyperplane	will	be	used,	if	 	is	tiny	on	the	con	tray	
side.	There	may	be	misclassified	samples	 if	 the	 training	set	 is	 linearly	separable.	
Special	 kernel	 functions	 ( )	 can	 take	 the	 place	 of	 the	mapping	 function	 (
)	in	the	high-dimensional	space,	and	the	necessary	calculations	can	be	performed	
directly	in	the	input	space	by	performing	kernel	techniques	on	the	kernels	[15].	The	
method	 that	has	been	studied	 the	most	 is	using	artificial	networks.	However,	 the	
SVM	outperforms	 traditional	ANNs	 in	 regression	and	classification	 thanks	 to	 its	
strong	body	generalization	ability.	Due	to	its	light-solving	and	flexible	or	variable	
control	 methods,	 the	 SVM	 algorithm	 is	 one	 of	 the	 options	 for	 prediction	 and	
modeling	in	various	applications	[16].	The	point	is	considered	a	training	example	
from	the	hyperplane	sets	or	hyperplanes,	which	come	in	infinite	space	with	many	
dimensions.	As	a	result,	a	non-linear	classification	can	be	applied	to	the	developed	
linear	data	classifier	[17].	

Figure 2. Support Vector Machine

The	SVM	algorithms’	main	goal	is	to	make	the	aggregate	decision	boundaries	
gate	 the	𝑛𝑡ℎ	dimensional	 spaces	 into	classes	so	people	plus	can	put	 the	new	data	
point	 into	 the	 appropriate	 categories	 shortly.	The	 excellent	 decision	 boundary	𝑦 
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is	a	hyperplane.	SVM	calculates	and	uses	support	vectors	that	can	help	us	create	
hyperplanes.	 In	 Figure	 2,	 two	 main	 categories	 are	 classified	 using	 a	 decision	
boundary	or	hyperplane.	

2.3 ARIMA Model 
ARIMA	is	one	of	the	essential	forecasting	methods	that	has	been	around	since	

George	Box	and	Gwilym	Jenkins	first	 introduced	 it.	Contribution	 to	 the	ARIMA	
model	was	published	in	the	1970s	in	a	book	titled	time	series	analysis,	forecasting,	
and	control	[18].	The	methods	and	techniques	introduced	in	their	publication	are	still	
used	today	and	can	be	called	the	Box-Jenkins	approach.	This	is	a	very	foundational	
technique.	Based	on	ARIMA	itself,	many	other	autoregressive	methods	have	also	
risen,	 so	 what	 happened	 in	ARMA	 is	 even	 a	 time	 series	 that	ARIMA	 uses	 the	
information	contained	in	that	series	itself	to	predict	future	values.	

Several	 organizations	 are	 very	 sensitive	 to	 sudden	 and	 significant	 changes	 in	
the	future	due	to	the	error	it	can	cause	to	even	the	essential	systems.	Whereby	all	
requirements	of	financial	firms	are	correctly	and	accurately	predicting	the	future,	the	
predictions	become	vital	once	you	contemplate	that	they	are	the	signal	of	survival	
and,	 therefore,	 the	 language	 of	 a	 commercial	 enterprise	 inside	 the	 world.	 The	
predicted	values	are	mostly	demand	but	can	also	be	something	else,	like	price	or	
supply.	At	the	same	time,	forecasting	assumes	future	values	of	the	studied	variable	
forecasting	method	is	divided	into	four	types	[19].	

•	 Time-series	
•	 Simulations	
•	 Causals	
•	 Qualitative	
Time	series	is	a	collection	of	considerations	organized	in	progressive	order	of,	

relating	to,	or	arranged	in	or	according	to	the	order	of	time).	Time-series	forecasting	
models	use	mathematical	methodology	and	approaches	based	on	previous	data	to	
forecast	demand.	It	is	based	on	the	premise	that	the	coming	time	is	an	extension	of	the	
last;	as	a	result,	which	may	confidently	estimate	future	demand	using	previous	data.	
Research	in	different	sectors	and	fields	has	been	conducted	on	demand	forecasting	
using	time	series	analysis.	They	include	demand	forecasts	for	food	sales,	tourism,	
maintenance	 repair	 parts,	 power,	 automobiles,	 and	other	 items	and	 services.	The	
predicting	 accuracies	 of	 time	 series	 analysis	 depend	 on	 the	 demand	 time	 series	
features.	We	will	get	high	predicting	accuracies	if	the	transition	curves	are	stable	
and	periodic	but	will	not	achieve	massive	credibility	if	the	loops	have	significantly	
different	patterns	[20].	

To	model	time	series:	moving-average,	exponential-smoothing,	and	ARIMA	are	
examples	of	conventional	statistical	models	that	may	be	used	to	represent	time	series.	
The	 future	values	depend	on	 the	past	data	or	are	 required	 to	be	 linear	 functions.	
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Hence,	 these	models	 are	 linear.	The	 researcher	 has	 focused	 on	 the	 linear	model	
over	the	past	several	years	since	they	have	shown	to	be	simple	to	understand	and	
apply.	Another	limitation	of	the	traditional	ARIMA	technique	is	that	determining	a	
good	model	for	time	series	data	necessitates	many	observations.	ARIMA	model	(
, ,	 )	is	a	kind	of	ARIMA	model	in	which	[21].	ARIMA	model	is	given	in	Eq.	
6,	7	and	8	where	autoregressive	(AR)	part	is	given	in	Eq.	6,	moving	average	(MA)	
part	is	given	in	Eq.	7.	Integrated	part	is	given	as	 	where	 	is	first	
difference.	Final	equation	of	ARIMA	is	given	in	Eq.	8	as	AR	and	MA	combined	with	
difference	values.

                                                   (6)

																																																									(7)

									(8)
where;
	=	number	of	autoregressive	terms
	=	order	of	differences
	=	number	of	moving	averages	terms

METHODOLOGY 
3.1 Dataset 
There	 are	nine	months	between	2018	and	2019	 in	 the	 available	data	 set.	The	

dataset	 includes	daily	15-minute	data	 for	 the	1200	kWp	solar	power	plant	 in	 the	
Istanbul	 Water	 and	 Sewerage	 Administration	 (ISKI)’s	 İkitelli	 Drinking	 Water	
Treatment	Plant.	Time	is	on	the	 -axis,	and	magnitude	is	on	the	 -axis.	Additionally,	
equal	time	intervals	were	required	on	the	 -axis.	Python	was	used	to	read	the	data	
and	plot	it	as	a	time	series,	as	depicted	in	Figures	3	and	4.		The	ARIMA	model’s	
general	procedure	is	as	follows:

•	 Visualizing	time	series	data	and	making	the	time	series	data	stationary.	
•	 Plotting,	correlation,	and	auto	co-relation	for	the	values	of	‘ ’,	’	 ’,	and	’ ’.	
•	 Using	 rolling	 forecast	method,	model	 is	 trained	 in	slices	of	data,	and	 later	

used	for	forecasting.	

Figure 3.	Flow	chart	of	ARIMA	model
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Dataset	is	used	for	the	month	of	June	2018	in	the	pre-processing	modeling	plot	
of	our	dataset.	To	know	whether	our	data	is	stationary	or	not.	Stationary	data	means	
that	the	data	have	a	constant	mean	and	variance	over	time,	and	non-stationary	shows	
variation	or	without	a	constant	mean	over	time.	The	primary	requirement	of	ARIMA	
is	to	make	our	data	stationary.

Figure 4. Time	series	analysis	of	all	production	data

3.2 Stationary / Not 
After	examining	the	plots,	there	is	a	statistical	test	to	check	whether	our	data	is	

stationary.	The	test	is	called	the	augmented	Dickey-Fuller	(ad fuller) test	for	that	
purpose;	we	can	import	the	ad fuller function	from	Python	library	stats	models.	In	
addition,	passing	our	time	series	data	in	ad fuller will	get	a	 -value	if	the	value	of	‘
’	is	more	significant	than	0.05	means	that	the	series	is	not	stationary.	However,	our	
data	is	already	stationary	because	our	 -value	is	0.000	and	we	will	not	have	to	use	it.	

The	 simple	method	 is	 to	 find	 the	 difference	 that	 will	 subtract	 the	 past	 value	
from	the	given	value	so	that	 the	upcoming	values	will	be	different.	Sometimes	it	
depends	on	how	complicated	the	series	is,	so	in	this	case.	There	may	be	more	than	
one	difference	that	needs	to	be	made.	Therefore,	the	value	of	 	represents	the	low	
number	of	differences	 in	making	data	stationery.	 In	addition,	 if	 the	 time	series	 is	
stationary,	the	‘value	will	be	zero.	The	upcoming	terms	are	‘ ’	and	‘ ’.	 	is	used	for	
autoregressive	it	represents	the	number	of	lags	of	‘Y’	and	is	used	for	prediction.	 	is	
used	for	moving	average	terms	and	represents	the	number	of	lagged	forecast	errors	
and	the	error	values,	which	will	use	in	the	ARIMA	model.	

3.3 Auto-Regressive and Moving Average Model 
The	 partial	 auto-correlation	 function	 (PACF)	 and	 auto-correlation	 function	

(ACF)	can	be	used	to	determine	the	values	of	“ ”	and	“ ”	to	construct	an	ARIMA	
model	that	is	accurate.	The	value	 	means	autoregressive	(AR)	term	and	 	means	
moving	average	(MA)	or	forecast	error	term.	The	plots	of	PACF	and	ACF	are	shown	
in	Figure	5	and	Figure	6.
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Figure 5. Partial	Co-relation

Figure 6. Auto	Co-relation

PREDICTION RESULT 
In	Figure	7,	blue	is	the	original	value,	and	red	is	the	forecast	value	close	to	our	

actual	values,	 so	 theoretically,	our	ARIMA	model	fits	 correctly.	We	got	different	
model	parameters	from	the	PACF	and	ACF	plots	from	the	range	(0	to	3)	after	using	
the	AIC.	The	best	combination	is	(2,	0,	3);	the	value	of	 ,	 ,	and	 .	You	can	easily	
see	the	difference	between	Mean	Square	Error	and	Root	Mean	Square	Error-values	
is	shown	below	in	“Table	1”	for	ten	different	months	starting	from	June	until	May.
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Figure 7. Final	plot	for	prediction

Table 1.	Error	Metrics

Metrics for Mean Square Error and Root Mean Square Error
Mon Jun Aug Sep Nov Dec Feb Mar Apr May

MSE 56.80 35.23 56.11 23.80 44.96 61.04 74.4 78.21 83.49
RMSE 7.02 5.32 7.49 4.70 4.99 6.75 7.84 8.11 8.50

CONCLUSION 
In	 this	 research	 paper,	 a	model	 has	 been	 developed	 and	 examined	 to	 predict	

total	 solar	 energy	generation	using	a	 simple	and	well-known	 time	 series	method	
called	ARIMA.	Different	techniques	like	ADF,	ACF,	PACF,	and	differencing	tests	
are	used	in	this	model.	Various	combinations	of	ARIMA	model	parameters	and	AIC	
are	compared	to	get	the	appropriate	values.	On	the	other	hand,	there	might	be	other	
factors	that	can	affect	our	models’	accuracy.	For	the	ARIMA	model,	our	model	must	
be	stationary.	 If	 researchers	do	not	know	whether	 their	system	is	stationary,	 they	
need	to	make	an	ADF	test,	and	from	the	augmented	Dickey-Fuller	test,	if	our	value	
of	 	means,	our	system	is	stationary.	The	value	of	𝑝	and	𝑞	is	calculated	from	
PACF	and	ACF	plots.	Finally,	this	research	will	be	a	building	block	for	predicting	
future	 solar	energy	generation.	Our	 future	work	will	 compare	all	other	machine-
learning	techniques	and	show	which	is	more	efficient	and	straightforward.	
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INTRODUCTION 
The	 last	 two	 decades	 have	witnessed	 a	meteoric	 growth	 of	 new	 information	

and	 communication	 technologies,	 with	 new	 innovative	 devices	 and	 services	
attracting	more	and	more	users.	The	number	of	subscribers	to	cell	phone	services	
continues	to	grow.	According	to	the	TeleGeography	Institute,	the	world	will	have	
approximately	 7.95	 billion	mobile	 subscribers	 by	 the	 end	 of	 2019,	 compared	 to	
6.97	 billion	 in	 2014.	The	 internet,	which	 can	 be	 considered	 the	 common	 thread	
between	 all	 these	 technologies,	 is	 increasing	 in	 traffic	 every	 year.	According	 to	
a	 study	 by	 the	Massachusetts	 Institute	 of	Technology	 (MIT),	more	 than	 80%	of	
internet	traffic	is	carried	out	by	mobile	devices	(smartphones,	tablets,	etc.)	versus	
12%	with	computers.	More	than	90%	of	mobile	devices	have	access	to	the	Internet	
via	telephone	operators	and	this	number	is	increasing	every	year.

Faced	with	this	growing	demand,	communication	system	designers	are	always	
challenged	to	make	new	advances	in	order	to	provide	users	with	reliable,	fast	and	
available	services.	Although	4G	seems	to	satisfy	the	current	needs	in	terms	of	quality	
of	service,	it	will	not	take	into	consideration	the	new	specifications	with	the	massive	
use	of	augmented	reality,	online	video	games	and	the	arrival	of	autonomous	cars,	
etc.	These	services	require	increasingly	high	data	rates	with	very	low	latency	[1-2].

To	meet	all	 these	requirements,	standardization	bodies	(3GPP,	ITU,	etc.)	have	
established	 the	 5G	 (or	NR)	 standard	 for	mobile	 telephony.	 5G	 aims	 not	 only	 to	
increase	bandwidth	and	network	throughput,	but	also	reduce	the	energy	consumption	
of	all	network	equipment	and	offer	a	stable	and	reliable	service	[3-5].

In	 order	 to	 achieve	 these	 objectives,	 5G	 proposes	 the	 use	 of	 two	 frequency	
domains:	the	FR1	(frequencies	below	6GHz	(Sub-6GHz))	[6-9]	and	also	the	FR2	
(millimeter	band	from	24GHz	to	60GHz)	[10-13].	The	FR1	will	be	used	primarily	to	
ensure	backward	compatibility	with	existing	networks.	To	overcome	the	problems	
of	poor	propagation	of	millimeter	waves,	the	use	of	massive	MIMO	associated	with	
MIMO	beamforming	is	proposed.	The	NR	is	largely	based	on	the	implementation	
of	small-cells	inside	the	macro-cells.	The	small	cells,	connected	to	the	macro-cells,	
will	be	directly	implanted	in	access	points	in	the	vicinity	of	homes	to	reduce	latency	
and	also	energy	consumption	[14].

In	 this	 context,	 several	 proposals	 for	 5G	 antennas	 have	 been	 published.	
Researchers	have	worked	on	mono-band	antennas	as	shown	in	references	[15-17],	
other	researchers	in	references	[19-24]	have	made	dual-band	antennas	and	a	triple-
band	antenna	has	been	designed	and	simulated	as	shown	in	reference	[18].

In	 this	 chapter,	we	will	 perform	 the	manufacture	 of	 a	 4x1	MIMO	 dual-band	
antenna	for	a	Smartphone	5G	FR2	band	(millimeter	band)	band)	5G	(28GHz	and	
38GHz).	The	designs	and	simulations	are	performed	using	CST	software	and	the	
obtained	bandwidth	around	28GHz	 is	 (27.25	–	29	GHz)	and	 that	around	38GHz	
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is	(34.5	–	41GHz).	The	antenna	array	(MIMO)	consists	of	four	identical	antennas	
and	the	coupling	between	elements	is	less	than	-23dB.	At	28GHz	and	38GHz,	the	
MIMO	antenna’s	total	gain	is	9.7	dBi	and	11.5	dBi,	respectively.

METHODOLOGY OF DESIGN 
The	methodology	for	the	design	of	the	desired	antenna	consists	of	the	following	

steps:
•	 To	create	on	a	Rogers	type	substrate	of	length	Lp=	11	mm	and	width	Wp=7	

mm	a	patch	of	increasing	shape	of	dimensions	Lc	=1.2mm	and	Dc	=	2.7	mm	
which	is	fed	by	a	microstrip	line	matched	to	50	Ohm	of	length	La=	6.3	mm	
and	width	0.8	mm	as	shown	in	figure	1.a.	

•	 To	create	a	slot	on	the	left	with	dimensions	Ls=	1.9	mm	and	Ws	=	0.3	mm	
and	create	a	slot	on	the	right	with	dimensions	Ln=	1.6	mm	and	Wn	=	0.3	mm	
as	shown	in	figure	1.b.

•	 To	create	a	slot	below	crescent	with	length	Le=	1.4	mm	and	width	We	=	0.7	
mm	(see	figure	1.c).

•	 The	ground	plane	used	is	partial	of	length	6.3	mm	(see	figure	1.d)

Figure 1. 	Methodology	of	Design

Figure	2	depicts	the	evolution	of	parameter	S11.	In	the	first	step,	the	result	of	the	
simulation	shows	an	appearance	of	 the	first	28	GHz	frequency	band.	The	second	
step	allows	the	birth	of	a	second	band	but	not	adapted.	In	the	third	and	fourth	step,	
we	have	archived	the	desired	result	i.e.	a	dual	band	antenna	28/38	Ghz.
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Figure 2. Evolution	of	parameter	S11

To	be	sure	of	the	simulated	results	we	built	the	antenna	and	measured	the	reflection	
coefficient	S11.	Figure	 3	 indicates	 a	 good	 agreement	 between	 the	 simulated	 and	
measured	results.	The	frequency	bands	realized	by	the	antenna	are:	27.25	to	28.9	
GHz	at	28	GHz	and	34.5	to	40.5	GHz	at	38	GHz.

Figure 3. The	reflection	coefficient:	simulated	and	measured	
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MIMO ANTENNA DESIGN
After	 the	 study	 and	 optimization	 of	 the	 radiating	 element,	 we	 started	with	 a	

parametric	study	to	design	the	MIMO	antenna	corresponding	to	the	specifications.	
The	desired	structure	of	square	shape	with	length	20	mm	is	illustrated	in	figure	4	
and	is	composed	by	four	radiating	elements	which	are	placed	orthogonally	in	order	
to	reduce	the	electromagnetic	coupling.

Figure 4.		MIMO	Antenna	design

As	mentioned	 in	 figure	 5,	 to	 maintain	 the	 response	 of	 the	 radiating	 element	
the	minimum	 distance	 between	 the	 antennas	 should	 be	 3	mm	 and	 the	 optimum	
performance	is	taken	at	4mm.		

Figure 5.		Reflection	coefficient	as	a	function	of	d.
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To	verify	 the	 isolation	between	 the	 four	 radiating	elements,	we	 simulated	 the	
current	distribution	surface	as	shown	in	Figure	6.	The	concentration	of	the	current	
density	is	only	around	excited	port	which	confirms	our	model.		

Figure 6. The	distribution	of	surface	currents.

RESULTS AND DISCUSSION
After	 setting	 up	 the	 desired	 structure,	 we	 built	 the	 antenna	 (see	 figure	 7)	 to	

compare	and	validate	the	performances.	

Figure 7. Photographs	of	the	fabricated	antenna.
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S-parameters
In	this	section,	we	have	measured	and	simulated	the	reflection	and	transmission	

coefficients	(see	figure	8).	It	is	clear	that	our	antenna	allows	covering	two	frequency	
bands	around	two	resonant	frequencies	28	Ghz	and	38	GHz	with	an	isolation	that	
exceeds	24dB	in	both	frequency	bands.	

(a)

(b)
Figure 8.	S-Parameter:	(a)	reflection	and	(b)	transmission.
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Radiation patterns
After	confirming	the	frequency	bands	of	the	antenna,	we	measured	the	efficiency	

and	gain	of	the	antenna	(see	figure	9).	Referring	to	the	results,	the	efficiency	of	the	
antenna	exceeds	80%	for	both	frequency	bands	with	a	minimum	gain	are	equal	to	
9.7	dBi.	

Figure 9.	Radiation	patterns:	gain	and	efficiency.

Diversity Performance
The	 diversity	 performance	 is	 ideally	 composed	 of	 three	 elements	 which	 are:	

envelope	correlation	coefficient	(ECC),	diversity	gain	(DG),	and	channel	capacity	
loss	(CCL).	In	this	paragraph,	we	measured	and	simulated	the	three	parameters	as	
shown	in	figures	10,	11	and	12.		

Figure 10. The	simulated	and	measured	ECC.
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Figure 11.	The	simulated	and	measured	DG	.

Figure 12. The	simulated	and	measured	CCL

We	can	conclude	that	the	antenna	has	an	ECC	less	than	0.0001,	a	DG	more	than	
9.99	and	a	CCL	less	than	0.4	bit/s/Hz.
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Performances 
A	performance	comparison	with	the	literature	is	made	in	table	1.

Table 1. Performance	comparison

Reference Freq.,		(GHz) Eff.,	% Isol.,	dB ECC Gain,	dBi
[15] 28 82 17 0.01 8.3
[16] 28 86 40 0.0003 12
[17] 28 92 29 0.16 6.1
[18] 28/43/52/57 86.5-90 20 0.01 7.3/7.03/7.2/8.03
[19] 28/38 NA 30/22 0.0001 5.2/5.3
[20] 27/39 99.5/98.6 30/25 0.0001 5/5.7
[21] 28/38 91.2-89.6 27 NA 7/8
[22] 28/38 NA 24/20 0.01 6.6/5.86
[23] 28/38 86 30 0.004 7.58/5.72
[24] 28/37 NA NA NA 7.9	x	13.7

Proposed 28/38 83-95 24/25 0.0001 9.5/11.7

CONCLUSION
In	this	chapter	we	have	realized	the	design	of	a	dual-band	MIMO	antenna	with	

four	elements	operating	at	28𝐺𝐻𝑧	and	38𝐺𝐻𝑧	for	smartphones.	The	obtained	results,	
such	as	S-parameters,	efficiencies,	and	radiation	patterns,	are	exactly	what	MIMO	
systems	 require.	 The	 normally	 involves	 clearly	 demonstrates	 that	 our	 antenna	
design	is	a	good	potential	candidate	for	future	5G	millimeter	band	portable	device	
applications.
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