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ONSOz
[letisim disiplini, tarihsel yolculugunda matbaadan telgrafa, radyodan internete kadar pek ¢ok
teknolojik devrime taniklik etmis ve her seferinde kendini yeniden tanimlamay1 basarmaistir.
Ancak yirmi birinci yiizyilin ilk ¢eyregini geride birakirken kars1 karsiya kaldigimiz durum,

oncekilerden farkli olarak sadece bir "ara¢" degisimi degil, iletisimin dogasina dair koklii bir

ontolojik kirtlmadir.

"Algoritmik iletisim ve Halkla iligkiler: Etik, Etki ve Diizenleme Tartismalar1" baslikli bu
calismay1 kaleme alma fikri hem akademide hem de sektorde giderek derinlesen bir
paradoksu gozlemlememizle ortaya cikti. Bir yanda veriye dayali stratejilerin sundugu
muazzam Ongorii ve hedefleme yetenekleri, diger yanda ise bu "kara kutu" teknolojilerin
yarattig1 seffaflik, gliven ve adalet krizi. Mesleki varlik nedeni giiven insa etmek olan halkla
iliskiler disiplininin isleyisi, opak algoritmalar iizerinden nasil siirdiiriilebilir bir gelecek

kuracagi sorusu, bu kitabin ¢ikis noktasini olusturmaktadir.

Bu eser, teknolojiyi kutsayan determinist bir yaklasimi da onu tamamen reddeden distopik bir
karamsarlig1 da reddetmektedir. Amacimiz, algoritmalarin "tarafsiz" matematiksel araglar
oldugu mitini sorgulayarak; onlar1 insan onuru, etik degerler ve toplumsal fayda ekseninde
yonetebilecek bir "algoritmik okuryazarlik" bilincine katki sunmaktir. Kitap boyunca ele
alinan veri adaleti, yanki odalar1, dijital emek ve yasal diizenlemeler gibi basliklar, yalnizca
bugiiniin sorunlarint degil, gelecegin iletisim mimarisini de anlamlandirma g¢abasinin birer
uriintidiir.

Bu caligsma, iletisim fakiiltesi 6grencilerinden sektor profesyonellerine, politika yapicilardan
dijital yurttaglik bilincine sahip her okura, algoritmik ¢agda "insan kalabilmenin" ve "anlami

yonetebilmenin" yollarini arayan bir pusula olma amac1 tagimaktadir.

Siirecin her asamasinda desteklerini esirgemeyen meslektaslarimiza, sabirlari igin ailelerimize

ve elestirel bakis agilartyla bizi zenginlestiren 6grencilerimize tesekkiirii borg biliriz.
Algoritmalarin hizina, insanin bilgeligiyle yon verebilmek dilegiyle...
Dr. Ogr. Uyesi E. Fazil COLLU Prof. Dr. M. Erhan SUMMAK

Konya, 2025



BiRINCi BOLUM

ALGORITMIK ILETiSiM YONETIMI

1.1. Dijital Donugiimiin Ontolojik ve Tarihsel Zemini

Yirmi birinci yiizyilin ilk ¢eyreginde iletisim disiplini, koklii ve geri dondiiriilemez bir
degisim gegirmektedir. Gutenberg’in matbaay1 icadindan bu yana yasanan en derin ontolojik
doniistimlerden biri olarak degerlendirilebilecek bu siireg, veri bilimi ve yapay zekanin halkla
iligkiler (PR) alanmi iizerindeki etkilerinin aragsal diizeyi astigini1 kanitlar niteliktedir. S6z
konusu etkiler, iletisim pratiginde salt araglarin degismesinin Stesine gegerek; alanin temel
yapisiin koklii bir bicimde yeniden sekillenmesine yol agmaktadir. Manuel Castells'in Ag
Toplumu teorisinde 6ngdrdiigii iizere, enformasyon teknolojileri toplumsal yapiyr dikey
hiyerarsilerden yatay aglara doniistiiriirken, iletisim siireclerini de merkezi olmayan, akiskan
bir yapiya kavusturmaktadir (Castells, 2009). Klaus Schwab (2016) bu siireci Dordiincii
Sanayi Devrimi olarak tanimlayarak, fiziksel, dijital ve biyolojik alanlarin i¢ ice gegtigi yeni

donemde iletisimin siber-fiziksel bir nitelik kazandigin1 vurgulamaktadir.

Halkla iligkiler, tarihsel baglami icerisinde iletisim stratejilerinin evrimini yansitan dinamik
bir disiplindir. Bernays ve Lee'nin tek yonlii "kamuyu bilgilendirme" modelinden Grunig'in
diyaloga dayal1 "iki yonlii simetrik" modeline uzanan siirecte teknoloji her zaman bir katalizor
olmustur. Ancak geleneksel medyadan dijital medyaya gecis, toplumsal iletisim
dinamiklerinde niceliksel degil, niteliksel bir degisimi beraberinde getirmistir. Bu durum,
Luciano Floridi'nin "Onlife" kavramiyla acikladigi, cevrimici ve c¢evrimdisi yasamin
smirlarinin silindigi yeni bir varolugsal diizleme isaret etmektedir. Artik iletisim, baglantida

olmaktan ziyade baglanti iginde yasamaya dontigmiistiir (Floridi, 2015).

Gelisen teknolojiler sektorel uygulamalar1 doniistiiren yenilik¢i yaklagimlar sunarken, etik
ilkeler bu siirecte hayati 6nem tasimaktadir. Ozellikle Avrupa Birligi’nin yapay zeka
izerindeki politikalar1 (Al Act) ve Genel Veri Koruma Tiiziigli (GDPR) gibi regiilasyonlar bu
alanda fark yaratmay1 hedeflemektedir (Molnar, 2024). Buna ek olarak biiyiik verinin egitim
sistemlerinin izlenmesi ve toplum miihendisligi tizerindeki etkileri yeni firsatlar dogurmakla
birlikte, kamu iliskileri i¢in karmagik arastirma alanlari sunmaktadir (Berendt vd., 2017).
Beck'in "Risk Toplumu" teorisi baglaminda dijitallesme hem yeni firsatlar hem de siber

krizler ve veri sizintilar1 gibi Ongoriilemez riskler tiretmektedir (Beck, 1992). Disiplinin



2 ALGORITMIK ILETISIM VE HALKLA iLiSKILER: ETiK, ETKi VE DUZENLEME TARTISMALARI

yasadig1 bu doniisiim, kitlenin bilingli bir sekilde bilgilendirilmesi gerekliligini daha gii¢lii bir
sekilde ortaya koymaktadir.

1.1.1. ALGORITMIK ILETiSIMiN KAVRAMSAL GERGEVESI

Dijital entegrasyonun organizasyonlar icin standart hale geldigi gilinlimiizde, kurumlar
rakipleri arasinda farklilagmak ve goriiniirliik elde etmek arayisindadir. Cevrimigi sosyal
aglarin bireyler arasindaki etkilesimleri koklii bir sekilde degistirmesi, kurumlarin iletigim

stratejilerini yeniden yapilandirmasini zorunlu kilmistir (Stamatelatos, 2022).

Algoritmik Halkla Iliskiler kavram, dijital ara¢ kullanimmin Stesine gecen, karar alma ve
strateji belirleme siireglerinin matematiksel modellere devredildigi yeni bir paradigmay1
temsil etmektedir. Kitlelerle iliski kurma stiregleri artik biiyiik ol¢iide veri setleri iizerinden
yuritilmektedir. Latour'un "Aktor-Ag Teorisi" (ANT) baglaminda algoritmalar, iletisim
stirecinde pasif araglar degil, siireci sekillendiren insan olmayan aktorler olarak kabul

edilmelidir (Latour, 2005).

Bu durumu somutlagtirmak gerekirse; bir marka hakkinda ortaya atilan asilsiz bir iddianin
krize doniisme siirecinde Google’in arama algoritmalar1 veya YouTube’un Oneri motorlari
tarafsiz birer izleyici degildir. Negatif bir icerigi aldig1 anlik etkilesim artis1 nedeniyle trend
listesine sokan algoritma, krizin yayilma hizini1 ve yoniinii bizzat belirleyen otonom bir fail
gibi davranir. Dolayisiyla kriz, insanlar arasindaki bir iletisim sorunu olmaktan ¢ikarak,

algoritmalarin da aktif katilimiyla biiyiiyen hibrit bir insa siirecine doniistir.

Bu iletisim bigimi, en temel haliyle biiyiik veri setlerinin islenmesi siirecidir. Hesaplamali
algoritmalar igerigi liretmenin yani sira seger, Onceliklendirir ve dagitir. Mekanik bir iglemden
fazlas1 olan algoritmalar, kullanicilarla etkilesimde bulunan, kararlar veren ve sosyal
gercekligi inga eden bir yap1 olarak degerlendirilmelidir. Beer (2017), algoritmalarin teknik
araclar olmanin Otesinde, sosyal diinyayr Olgen, smiflandiran ve diizenleyen gii¢
mekanizmalar1 oldugunu vurgulamaktadir. Iletisim literatiiriinde bu siireclerin etkilerinin
incelenmesi Onemlidir ¢iinkii veri odakli halkla iligkiler uygulamalar1 toplumda bilginin
giivenilirligini zayiflatabilir (Hepp vd., 2024). Algoritmik iletisim, teknik bir olgu olmasinin
yaninda toplumsal ve kiiltiirel boyutlar1 olan karmagik bir yapidir (Mahnke, 2017).
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Tablo 1: Geleneksel Halkla Iliskiler ile Algoritmik Halkla Iliskilerin Karsilastirmas:

Karsilastirma Bovutu Geleneksel Halkla iliskiler Algoritmik Halkla Iliskiler (Veri
srias y (Bernays/Grunig Donemi) Cag)
Temel Mantik Iliski Yonetimi ve Ikna Veri Y 9net1m1 ve Davranissal
Ongorii
Esik Bekeisi Insan Editorler ve Gazeteciler Algoritmalar ve Protokoller
(Gatekeeper)

Mikro-Hedeflenmis Bireyler

Hedef Kitle Yaklasimi | Demografik Kitleler (Kitle Iletigimi) (Atomize Kitle)

Gergek Zamanli (Real-Time) ve

Zaman Algisi Planl1 ve Siire¢ Odakl1 Akiskan
Basar1 Olgiitii Erisim, Tiraj, AVE (Reklam Esdegeri) ii(;ifzsilm, Doniigtim Oran, Duygu
Etik Risk Propaganda ve Manipiilasyon gz;ztrgl’ Mahremiyet [hlali ve

Algoritmik iletigimin temel yakit1 veridir ve modern iletigimi anlamak icin verilestirme kritik
bir kavramdir. Insan hayatimin 6lciilebilir veri noktalarina doniistiiriilmesi siirecini ifade eden
bu kavramla birlikte, davraniglar, duygular ve etkilesimler sayisallagtirilmaktadir. Mayer-
Schonberger ve Cukier (2013), Big Data adli eserlerinde verilestirmenin, diinyayr anlama

bicimimizi nedensellikten (neden?) korelasyona (ne?) dogru kaydirdigini belirtmektedir.

Gegmiste nitel olarak degerlendirilen itibar, giiven veya begeni gibi kavramlar, bugiin
algoritmalar tarafindan islenebilir nicel verilere, yani tiklama orani ve duygu skoru gibi
Ol¢iimlere indirgenmistir. Van Dijck (2014), bu siirecin sosyal eylemleri gergek zamanl
izlenen tahmin edilebilir siireglere doniistiirdiiglinii ve bunun bir tiir veri kolonyalizmi
yaratabilecegini ifade eder. Bilginin toplumlarda ham madde islevi gormesi nedeniyle
disiplinler arasi is birlikleri ve etik ilkelerin belirlenmesi kritik 6énem tagimaktadir (Dodig-
Crnkovic ve Al-Saggaf, 2016). Verinin merkezi bir rol oynadig: algoritmik iletisimde, karar
alma siireglerinden igerik iiretimine kadar birgok boyut, toplanan verilerle yapilan davranis

analizlerine dayanmaktadir.

Geleneksel medyada editorlerin istlendigi Esik Bekgiligi (Gatekeeping) rolii degiserek
algoritmalara devredilmistir. Bilgiyi kisisellestiren algoritmalar, dijital platformlarda
goriintirliigii artirarak iletisim siireglerine niifuz etmektedir. Shoemaker ve Vos (2009), esik
bekgiligi teorisini giincelleyerek, artik kapilari tutanlarin insanlar degil, yazilimlar ve

algoritmik protokoller oldugunu savunmaktadir.

Gortinmez editorler olarak c¢alisan bu sistemler, hangi haberin kullanicinin akisina diisecegine,
krizlerin trend olup olmayacagma veya kurumsal mesajlarin filtrelenip filtrelenmeyecegine

karar vermektedir. Veriyi siralayan kod parcalarindan ibaret olmayan algoritmalar, neyin
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haber degeri tasidigina karar veren bir otorite konumuna yiikselmistir (Caplan ve Boyd,
2016). Kullanic1 davranislarinin analiz edilerek bilgiye erisim siireclerinin etkilenmesi, etkili
stratejiler gelistirme imkan1 sunsa da giiven sorunlarin1 da beraberinde getirmektedir (Tafra,
2022). Sonug olarak algoritmik iletisim, giiniimiiz kurumlari i¢in stratejik bir ara¢ ve giiven

insa etme siirecinin temel bir bileseni haline gelmistir (Botan ve Sommerfeldt, 2023).

Habermas'in idealize ettigi Kamusal Klan kavrami doniisiime ugrarken, klasik Gilindem
Belirleme kuraminin isleyisi de degismektedir. Algoritmik ¢agda giindem belirleme siireci
kisisellestirilmistir. Pariser (2011), Filtre Balonu kavramiyla algoritmalarin bizi entelektiiel

izolasyona siiriikledigini ve farkli goriislerle karsilagmamizi engelledigini 6ne siirmektedir.

Geleneksel halkla iligkiler heterojen kitleleri ortak bir paydada bulusturmayi1 hedeflerken,
algoritmik yapilar mikro-hedefleme (micro-targeting) yoluyla kitleleri atomize etmektedir. Bu
durum toplumun ortak bir giindem etrafinda toplanmasini zorlagtirarak algoritmik gettolar ve
yanki odalar1 olusturmaktadir. Sunstein (2017) bu durumu béliinmiis cumhuriyet olarak
tanimlamakta ve demokrasinin temeli olan miizakere kiiltiiriiniin zayifladigin1 belirtmektedir.
Noelle-Neumann'in Sessizlik Sarmali kurami ise dijital ortamlarda algoritmik olarak
desteklenen g¢ogunluk goriisii karsisinda azinlikta kalanlarin seslerini daha fazla kismasi

seklinde yeniden iiretilmektedir (Noelle-Neumann, 1974/1993).

Algoritmik yonetisim, bireylerin davraniglarinin fiziksel zorlama olmaksizin veri profilleri
iizerinden yOnlendirildigi yeni bir yonetim sanatidir. Rouvroy ve Berns (2013), bu durumu
istatistiksel bir beden insas1 olarak tanimlar ve birey artik bir 6zne degil, veri noktalarindan
olusan bir profildir. PR bu baglamda ikna etme islevine ek olarak dijital mimariyi tasarlama
gorevini iistlenmekte, klasik esik bekgiligi ise algoritmik kiiratorliige evrilmektedir. Yeni gii¢
dengesi PR profesyonellerini, platform algoritmalarinin mantigin1 ¢ézmeye c¢alisan tersine

miihendisler konumuna getirmistir.

1.2. HALKLA ILISKILER PRATIGINDE YAPAY ZEKA, TEKNOLOJi VE VERI
ANALITIGI

Halkla iligkiler disiplinin teorik doniisiimii pratikte kullanilan araglarla somutlagmakta, veri
bilimi ve otomatik denetim sistemleri siireglere entegre edilmektedir. Geleneksel yontemlerin
Otesine gecilmesinin zorunlu hale geldigi giliniimiizde, basin biilteni dagitiminin yerini
algoritmik hedefleme, geleneksel satin almanin yerini ise programatik reklamcilik almistir.
Veri bilimi ve makine 6grenimi teknikleri iletisim stratejilerini gii¢lendirirken (Luttrell ve

Wallace, 2024), bu araglar ve kullanim alanlar1 ¢esitlenmektedir.
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Kullanilan temel teknolojiler i¢inde yer alana yapay zeka araglarini iic ana kategoride

incelemek mimkiindiir:

a) Analitik ve Ongériicii AI: Marka imajini etkileyen sosyal medya trendlerini analiz
ederek PR profesyonellerine disiplinli ve bilimsel bir yaklagim sunar. "Predictive

Analytics" (Ongoériicii Analitik) sayesinde krizler ¢ikmadan riskler hesaplanabilmektedir.

b) Operasyonel Otomasyon: Medya listelerinin giincellenmesi ve raporlama gibi rutin

islerin otomasyonunu saglayarak profesyonellere stratejik diisiinme i¢in zaman kazandirir.

c)Akilli Sistemler: Akilli sehir projeleri gibi entegre sistemleri kapsar ve topluluklar

tizerindeki olumlu etkilerin artirilmasina dair ipuglari verir (Goodman vd., 2020).

Bu sistemlere ek olarak, diizenleyicilerin is yiikiinii azaltarak daha etkin bir denetim saglayan
diizenleyici teknolojiler ¢oziimleri de onem kazanmaktadir (Baxter, 2016). Ancak Miiller

(2020), bu sistemlerin beraberinde getirdigi mahremiyet ve Onyargi risklerine dikkat
cekmektedir.

Yapay zekanm yaygm bir uygulamasi olan Dogal Dil Isleme (NLP) teknolojisi, metin
madenciligi yaparak biiylik veri setlerinden anlam ¢ikarsa da baglami anlama konusunda
siirliliklara sahiptir. ironi, kinaye ve kiiltiirel kodlar gibi insan iletisiminin temel unsurlari

algoritmalarca siklikla yanlis yorumlanmaktadir.

Ornegin bir kriz aninda paylasilan alayci "Harika is ¢ikardimiz!" mesaji, basit bir duygu
analizi araci tarafindan pozitif olarak etiketlenebilir. Bu durum, NLP'de 6nyargi sorununu
giindeme getirmektedir (Blodgett vd., 2020). Dil modelleri egitildikleri veri setlerindeki
cinsiyet¢i veya irk¢r onyargilar igsellestirerek yeniden iiretebilir. Bender vd. (2021), biiyiik
dil modellerini "stokastik papaganlar" olarak tanimlayarak, bu modellerin anlam tiretmedigini,
sadece istatistiksel kaliplar1 tekrarladigimni belirtmektedir. PR profesyonelleri bu araglari
kullanmakla yetinmemeli, onlarin anlamsal kor noktalarint fark etmelidir. Otomasyon, insan
editorlerin yerini almak yerine, onlarin yorumlama kapasitesini artiran bir artirilmis zeka aract

olarak konumlandirilmalidir.

Son yillarin en biiyiik kirilma noktasi olan Uretken Yapay Zeka (Generative Al) teknolojileri
(ChatGPT, Midjourney vb.), PR'in icerik fonksiyonunu kokten degistirmektedir. Basin
biiltenlerinden gorsel tasarima, kriz senaryolarindan konusma metinlerine kadar genis bir

yelpaze yapay zeka is birligi ile tiretilmektedir.
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Yaraticilik kavraminin yeniden sorgulandigi bu siirecte, reklamcilik ve PR arasindaki sinirlar
erimektedir (Yesiloglu ve Costello, 2020). Yapay zeka operasyonel kolaylik saglamanin
Otesinde, asil devrimini stratejik planlama ve Ol¢limleme siireclerinde gergeklestirmektedir.
Akademik aragtirmalarda da kullanimi1 artan bu teknolojiler (Hwang ve Chen, 2023),
haliisinasyon (gergek dist bilgi liretme) riski tasidigi i¢in kurumsal itibar adina yeni bir tehdit

unsuru olusturmaktadir (Yaprak, 2024).

Strateji gelistirme igerigin iiretilmesi siirecin sadece bir parcasidir, asil stratejik deger etkinin
dlciilmesiyle ortaya ¢ikmaktadir. Iletisim stratejileri ve hedef kitle etkilesimleri veri ile
yonlendirilirken, biiylik veri ve hesaplamali zeka kombinasyonu organizasyonlara 6nemli

firsatlar sunmaktadir (Igbal vd., 2020).

Algoritmik stratejilerin etkililiginin 6l¢iilmesinde geleneksel reklam esdegeri (AVE) gibi
Ol¢iimler gecerliligini yitirmis, yerini duygu analizi, etkilesim ve donilisiim oranlar1 almistir.
Anderson vd. (2018) tarafindan ortaya konan yeni yontemler iletisim liderlerinin kararlarini
desteklerken, ol¢iim ve degerlendirme uygulamalarinin 6nemi her gecen giin artmaktadir.
KOBI'lere yénelik engellerin de ele alindign bu alanda (Coleman vd., 2016), yapay zeka
entegrasyonu kisisellestirme ve Ongoriilleme konularinda 6nemli kazanimlar saglamaktadir
(Potwora vd., 2024). Biiylik verinin potansiyeli ve zorluklar1 Japec vd. (2015) tarafindan
incelenirken, reklam ajanslarinda yapay zeka kullanimi hem firsatlar hem de zorluklar

barindirmaktadir.
1.3. ALGORITMIK KARAR ALMA SUREQLERiNDE ETiK, GUVEN VE RISKLER

Algoritmik halkla iligkiler uygulamalar strateji gelistirmede Onemli olsa da meslegin etik
cergeveleri bu yeni duruma gore gozden gecirilmelidir. Veri analitigi iletisim siire¢lerini daha
teknik ve goriinmez hale getirirken, algoritmik sistemlerin kara kutu yapis1 seffaflik ve adalet
ilkelerini zorlamaktadir. Bu bdliimde etik tartigmalar ve giliven sorunu ele alinacaktir.
Algoritmik sistemler, kullanici tercihlerini tahmin etme islevinin ¢ok Otesine gegerek bu
tercihleri aktif bicimde sekillendirme giiciine sahiptir. Dijital arayiizlerin arkasina gizlenen bu
mekanizmalar, bireyin karar alma siireglerini digaridan miidahaleye agik hale getirir. Nitekim
Yortik (2025), bilingalti mesajlarin dogalar1 geregi tiiketicilerin bilingli farkindaliklar:
olmaksizin davraniglarini etkilemek iizere tasarlandigini belirterek bu durumun 6zgiir iradenin

manipiilasyonuna dair ciddi sorular dogurdugunu vurgulamistir.

Algoritmik sistemlerin en biiyiik etik agmazi olan "Kara Kutu" (Black Box) problemi, girdiler

ile ¢iktilar arasindaki iligkinin insan zihninin takip edemeyecegi kadar karmasik olmasindan
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kaynaklanir. Pasquale (2015), Kara Kutu Toplumu eserinde, finans ve iletisim sektorlerindeki
algoritmalarin denetlenemezliginin demokratik siiregleri tehdit ettigini belirtmektedir. Bir PR
kampanyasinin hedefleme kriterlerinin veya kriz uyarisinin tetiklenme nedeninin belirsiz

kalmasi, kurumsal hesap verebilirligi zedelemektedir.

Seffaflik talebi ile ticari sirlar catigmakta, kurumlar rekabet avantajlarini korumak igin
algoritmalarin ¢alisma mantigint gizli tutma egilimi gostermektedir. Bu gizlilik denetimi
imkansiz hale getirerek algoritmik ayrimcilik ve manipiilasyonun goézden kagmasina neden
olabilir. Bu duruma verilebilecek en c¢arpici Orneklerden biri, Amazon'un ise alim
algoritmasidir. 2014-2017 yillar1 arasinda Amazon miihendisleri, CV'leri incelemek i¢in bir
yapay zeka araci gelistirmis, ancak sistemin kadin adaylara karsi sistematik bir Onyargi
gelistirdigi fark edilmistir. Algoritma, ge¢cmisteki 10 yillik verilerle (¢ogunlukla erkeklerden
gelen CV'ler) egitildigi i¢in, "kadin" kelimesini veya kadin kolejlerini igeren 6zge¢misleri
otomatik olarak diisiik puanlamistir. Bu vaka, algoritmalarin tarafsiz matematiksel araglar
olmadigini, aksine egitildikleri veri setlerindeki toplumsal Onyargilari bilimsel bir kilifla

yeniden iiretebildigini kanitlamistir (O'Neil, 2016).

Rahwan (2018)’a gore; algoritmik sistemler teknik parametrelerle sinirli kalmayip, toplumsal
degerler ve etik normlara dayanarak siirekli geri beslenmelidir. Algoritmik sistemlerdeki
onyargi, kullanicilarin karar verme yetilerini kisitlayarak sosyal adaletin saglanmasinda engel

teskil edebilir (Hutson vd., 2018).

Ayrica kriz yonetiminde ortaya ¢ikan Deepfake teknolojileri, sahte videolar veya manipiile
edilmis ses kayitlar1 ile ciddi riskler barindirmaktadir. Bir CEO’nun sdylemedigi sozleri

sOylilyormus gibi gosterilmesi, itibar yonetimini zorlayan bir tehdit unsurudur.

Bu baglamda sahte haber yonetimi ve dogrulama mekanizmalari, kurumsal iletisim
stratejilerinin merkezine yerlesmistir. PR profesyonelleri dogru bilgiyi yayma gorevinin yant
sira algoritmik manipiilasyonlara karsi bir dogrulama kalkani olusturmalidir. Vatandaglarin
dijital platformlara duydugu giiven sunum bi¢imine bagliyken, yanki odalar1 ve filtre balonlar1
kamuoyunu polarize etmektedir. Toplumsal cinsiyet veya etnik koken iizerinden olusan
onyargilarin algoritmik karar silireclerinde belirginlesmesi, Temizel (2023) tarafindan
insanligin gelecegine yonelik kritik tehditler arasinda siralanan varolugsal riskler kapsaminda
degerlendirilmektedir. Ayrica yapay zeka tarafindan iiretilen eserlerin miilkiyeti ve hesap

verebilirlik sorunlari, hukuki ¢ergeveyi sorgulamaya agmaktadir (Yanisky-Ravid, 2017).
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Algoritmalarin otonom kararlar vermeye baslamasi, "sorumluluk kimde?" sorusunu halkla
iligkiler etiginin merkezine tagimaktadir. Geleneksel PR anlayisinda bir basin biiltenindeki
hatadan iletisim direktorii veya sdzcii sorumlu tutulurken, bir chatbotun veya otomatik igerik
ireticisinin yaptig1 hatada sorumluluk zinciri bulaniklagsmaktadir. Eger bir yapay zeka,
kurumun resmi politikasina aykiri bir vaatte bulunursa, bu bir "yazilim hatasi" m1 yoksa
"baglayict bir kurumsal beyan" mu sayilacaktir? Bu gri alan, kurumlari itibar kaybinin
Otesinde somut tazminat davalariyla da karsi karsiya birakmaktadir. Bu nedenle, algoritmik
sistemlerin "fail" (agent) olarak kabul edilip edilemeyecegi ve hukuki kisilik statiileri
tartigmasi, gelecegin kriz iletisimi planlarinda mutlaka yer almasi gereken bir risk

parametresidir.
1.3.1. VAKA GALISMALARI VE EGILIMLER

Algoritmik halkla iligkilerde arastirma alanlar1 genislemekte, sosyal medya ve dijital
platformlar yeni temsil alanlar1 olusturmaktadir. Dijital iyi olma hali ve etik meseleleri
tartismaya acan bu caligmalar (Burr vd., 2020), algoritmalarin giiciinii ve sinirlarini anlamak

icin kritik veriler sunmaktadir.

Kurumsal sosyal sorumluluk (CSR) cercevesinde algoritmik yaklagimlar, markalarin
toplumsal algiy1 yonetmelerine yardime1 olmaktadir (Lipare, 2023). Is siireclerinde kullanilan
kaliplar, PR kampanyalarinin etkinligini artiran tekrar edilebilir veri modelleri saglamaktadir
(Aldin vd., 2009). Hedef kitle segmentasyonunda yapay zeka (YZ) kullanimi ile kampanya

biit¢eleri optimize edilmekte ve mesajin dogru kisiye ulagsma oran1 énemli dl¢lide artmaktadir.

Bu alandaki en bilinen ve tartigmali 6rnek Cambridge Analytica vakasidir. Bu vaka,
algoritmik PR'!n karanlik yiizlinii gostermekle birlikte teknik kapasitesini de gozler Oniine
sermistir. Sirket, Facebook tizerinden topladig: verileri OCEAN Modeli (A¢iklik, Sorumluluk,
Disadoniikliikk, Uyumluluk, Nevrotiklik) olarak bilinen Biiyiik Besli kisilik envanteriyle
eslestirmistir. Bu sayede se¢menlere, demografik 6zelliklerin (yas, cinsiyet, konum) Otesine
gecgerek "korkular1", "umutlar1" ve "kisilik zaaflari"na gore 6zellestirilmis mesajlar iletilmistir.
Ornegin "nevrotik" puani yiiksek bir segmene tehdit odakli (gd¢men korkusu vb.) mesajlar
gosterilirken, "disadoniik" bir segmene daha farkli bir gorsel dil sunulmustur. Bu "psikografik
hedefleme" yoOntemi, kitle iletisimini bireysellestirilmis bir manipiilasyon sanatina

doniistiirerek algoritmik iknanin giiclinii kanitlamistir (Cadwalladr ve Graham-Harrison,

2018).
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Algoritmik PR basarisizliklar1 genellikle veri analizi hatalarindan, denetimsiz otomasyondan
ve etik kilavuzlarin eksikliginden kaynaklanmaktadir. Yanlis egitilmis chatbotlarin miisterilere
hakaret etmesi veya yanlis bilgi vermesi gibi durumlar, marka imajini1 zedeleyen giincel

riskler arasindadir.

Bu konudaki en giincel ve emsal teskil eden vaka 2024 Air Canada Chatbot Davasi'dir. Air
Canada havayolu sirketinin web sitesinde hizmet veren yapay zeka destekli asistan, bir
yolcuya yas seferleri (bereavement fare) ile ilgili yanlis bilgi vermis ve indirim politikasinin
bilet alindiktan sonra da gecgerli oldugunu iddia etmistir. Yolcu bu bilgiye gilivenerek bilet
almis ancak sirket iadeyi reddetmistir. Konu mahkemeye tasindiginda, Air Canada "chatbotun
ayr bir tiizel kisilik gibi davrandigin1 ve kendi hatalarindan sorumlu oldugunu" savunsa da
mahkeme bu savunmayi reddetmistir. Mahkeme, kurumun web sitesindeki bilgilerin
dogrulugundan sorumlu olduguna hiikmederek sirketi tazminata mahkum etmistir. Bu karar,
algoritmik araglarin iirettigi haliisinasyonlarin hukuki ve mali bedelinin dogrudan kuruma

fatura edilecegini gosteren tarihi bir doniim noktasi olmustur (Moffat, 2024).

Benzer sekilde Britanya Ordusu'nun sosyal medya stratejilerini inceleyen ¢aligmalar, dijital
icerik kontroliiniin zorluklarina dair kritik bulgular ortaya koymustur (Maltby vd., 2015).
Noble (2018) ise Algoritmik Baski kavramiyla arama motorlarinin 1rk¢i ve cinsiyetci

onyargilari nasil yeniden {irettigini detaylandirmigtir.

Biiyiik teknoloji sirketlerinin medya {izerindeki etkisi, algoritmalarin haber {iretim siirecini
sekillendirmesiyle daha da belirginlesmistir. Algoritmalarin tarafsiz kiiratorler oldugu iddias,
cesitli ifsaatlarla sarsiimaktadir. Ornegin TikTok'un "Isitma" (Heating) &zelligi buna bir
ornektir. Yapilan arastirmalar, TikTok calisanlarinin viral olma potansiyeli tasimayan bazi
videolar1 manuel olarak "isitarak" (6ne ¢ikararak) milyonlarca izlenmeye ulagtirdigini ortaya
koymustur (Baker-White, 2023). Bu durum, algoritmik akisin tamamen organik olmadigini,
perde arkasinda kurumsal ¢ikarlar veya stratejik ortakliklar dogrultusunda manipiile
edilebildigini gostermektedir. Bu tlir miidahaleler, PR profesyonellerinin organik erigim

stratejilerini bosa diislirmekte ve platformlara duyulan giiveni zedelemektedir.

Viral igerigi One c¢ikarma egilimi sansasyonel ve yaniltici haberleri besleyerek PR
ekosistemini olumsuz etkileyebilmektedir (Whittaker, 2019). Zuboff (2019), "Gozetim
Kapitalizmi" kavramiyla bu sirketlerin insan deneyimini hammadde olarak kullandigin1 ve
davranigsal artik veriler iizerinden kar elde ettigini savunmaktadir. Karar alma siiregleri dijital
verilere dayanan etkileyicilerin (Influencer) algoritmik etkisi, iktidar dinamiklerini yeniden

sekillendirebilmektedir (Dencik vd., 2015).
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Algoritmik halkla iligkiler sadece kriz aninda degil, kriz oncesi hazirlik siireglerinde de
devrim yaratmaktadir. Giiniimiizde ileri diizey PR ajanslari, yapay veri ve dijital ikizler
(fiziksel bir nesnenin sanal bir modeli) kullanarak kriz simiilasyonlar1 yapmaktadir. Gergek
sosyal medya kullanicilariin verileri yerine, onlar1 taklit eden milyonlarca yapay zeka
botunun olusturdugu kapali devre simiilasyonlarda, bir kriz senaryosu (6rnegin bir iiriin
toplatma karar1 veya CEO skandali) test edilmektedir. Bu sayede, hangi mesajin toplumu nasil
provoke edecegi veya hangi aciklamanin tansiyonu diisiirecegi, gercek diinyada risk almadan
once laboratuvar ortaminda denenebilmektedir. Ancak bu simiilasyonlarin basarisi, kullanilan

verinin kalitesine ve modelin toplumsal karmasiklig1 ne kadar dogru yansittigina baghdir.
1.4. HESAPLAMALI PROPAGANDA VE DIJITAL AKTiVizM

Algoritmik PR, kurumsal diinyanin 6tesine gecerek sivil toplum ve aktivizm alaninda da yeni
dinamikler yaratmaktadir. Kamuoyunu manipiile etme yontemi olan Hesaplamali Propaganda
(Computational Propaganda), bot hesaplar ve troller araciligiyla yiiriitiillmektedir (Bolsover ve
Howard, 2017). Astroturfing (suni kamuoyu olusturma) kampanyalarinin dijital versiyonu
olan bu yontemler, organik bir halk hareketi gibi goriinse de merkezi olarak yonetilmekte ve

bilginin yayilim hizin1 kontrol etmeyi zorlastirmaktadir (Kan, 2025).

Dijital aktivizm hareketleri de algoritmalar: stratejik kullanarak seslerini duyurmak i¢in yeni
yontemler gelistirmistir. Ancak bu etkilesim bazen ters tepebilmektedir. Ornegin "Black Lives
Matter" protestolar1 sirasinda sosyal medyada yayilan "#BlackOutTuesday" akimi, algoritmik
bir sessizlige donligmiistiir. Milyonlarca kullanicinin siyah kare paylasarak destek vermesi,
algoritmalarin bu etiketi "spam" veya gorsel degeri diisiik igerik olarak algilamasina ya da tam
tersine, hayati onem tasityan eylem bilgilerinin bu siyah kareler arasinda kaybolmasina neden
olmustur. Bu durum, Tufekci'nin (2017) belirttigi "Slacktivism" (tembel aktivizm) riskini ve
algoritmalarin yiizeysel katilimi tesvik ederek gergek toplumsal hareketlerin goriiniirliiglini

nasil engelleyebilecegini (Algoritmik Sansiir) gostermektedir.

Morozov (2011) ise internetin 6zgiirlestirici oldugu mitini elestirerek, otoriter rejimlerin de
algoritmalar1 propaganda ve gozetim i¢in etkin bir sekilde kullandigini vurgular. Tahir vd.
(2025) tarafindan incelenen Pakistan Ornegi, algoritmik aktivizmin giiciinii ve simirlarini
gostermektedir. Bennett ve Segerberg (2012) bu durumu "kolektif eylem"den "baglantili
eylem"e gecis olarak tanimlarken, hiikiimetlerin dijital PR kullanimi paydas katilimini

artirmaktadir (Chong, vd., 2025).
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Algoritmik gelecegin kamu iligkileri alanina entegrasyonu evrimsel bir siirectir ve disiplinin
doniistimiinde etik rehberlikler belirleyicidir. Teknolojinin karmagikligi karsisinda FAT
ilkelerine (veri koruma, tarafsizlik, hesap verebilirlik ve seffaflik) dikkat edilmelidir (Addis
ve Kutar, 2019). Ozellesmis sistemlerin yarattigi goriinmeyen etkiler hem toplumsal hem
bireysel zorluklar ortaya koyarken, teknoloji sirketlerinin diizenlenmesinde alternatif araglar

kullanilmalidir (Vander Maelen, 2020; Viale Pereira vd., 2020).

Stirekli uyum saglama ihtiyaci disiplini derinden etkilerken, bilgi islem sistemlerinin yiiksek
hizda veri tiretmesi disiplinler arasi ig birligini zorunlu kilmaktadir. Etik, estetik ve kullanic
deneyiminin entegre edilmesi gerekirken (Dodig-Crnkovic ve Al-Saggaf, 2016), gomiili

sistemler ve otonom araglar yeni aragtirma paradigmalar1 sunmaktadir.

Algoritmik {iretimin yiikselisi, "Post-Truth" (Hakikat Sonrasi) kavraminmi iletisim
tartigmalarinin merkezine yerlestirmektedir. Ralph Keyes (2004) bu ¢agi "diristligiin
Otesinde" bir donem olarak tanimlarken, algoritmalar etkilesim odakli yapilar1 geregi
dogrulugu degil, duygusal reaksiyonu odiillendirmektedir. Bu durum, Lee Mclntyre'in (2018)

belirttigi gibi "gercegin adaptasyonu” siirecini otomatize etmektedir.

Yapay zeka tarafindan iiretilen sentetik icerikler gerceklik algisin1 bulaniklastirarak, dikkatin
manipiile edildigi yeni bir yonetim bi¢imine zemin hazirlamaktadir (Harsin, 2015). Silvio
Waisbord (2018) bu durumu "iletisimin epistemik krizi" olarak nitelendirir; algoritmik {iretim
ortak bir hakikat zemini bulmay1 imkansizlagtirarak, PR profesyonellerini mesaj ileten bir
aracidan ziyade "hakikat dogrulayic1" bir konuma zorlamaktadir. Gelecegin iletisim
ortaminda, algoritmik olarak {iiretilmis kusursuz ama sahte anlatilarla miicadele etmek, kriz

yOnetiminin en zorlu boyutu olacaktir.

Gelecegin PR profesyonelleri i¢in algoritmik okuryazarlik temel bir yetkinlik haline gelmis,
uzmanlarin "hibrit profesyonel" Ozellikler tasimasi gerekliligi dogmustur. Veri bilimcilerle
ortak dil konusabilmek, algoritmik ¢iktilar1 stratejik i¢gdriiye doniistiirebilmek ve otomasyon
araclarini etik bir siizgecten gecirmek kritik 6neme sahiptir. Veri giivenligi ve yapay zeka etigi

miifredatin ayrilmaz bir pargasi olmalidir (Baldoni vd., 2018).

Bilgi yaymanin 6tesine gegen PR profesyonellerinin rolii, etik degerlerin korunmasi ve yapay
zekd etkilerinin yoOnetilmesini de kapsamaktadir. Uzmanlar tartigmalara aktif katilarak
teknolojilerin olumsuz etkileri konusunda farkindalig1 artirmali, inovasyonu tesvik ederken
etik kaygilar1 6n planda tutmalidir (Bourne, 2023). Yapay zekad uygulamalar1 seffaflik

cercevesinde denetlenmeli ve profesyoneller toplumda giivenilir birer etik koruyucu olmalidir
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(Moats ve Trifuljesko, 2025). Insan yaraticilig1 ile makine hizinin sentezlendigi bu donemde
farki belirleyecek olan, etik durus ve hakikate olan sadakattir. Halkla iliskiler artik bir retorik
sanatt olmaktan ¢ikmis, dijital ekosistemi tasarlayan ve yOneten karmasik bir sistem
miihendisligi pratigine doniismiistiir. Iletisim disiplini i¢in asil sinav, bu giiriiltii i¢inde insan

onurunu ve ger¢egin sesini koruyabilmektir.
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IKINCi BOLUM

ALGORITMIK SEFFAFLIK VE ETiK iKILEMLER

2.1. Algoritmik Seffafligin Anlami

Teknolojinin hizla gelismesi ve 6zellikle yapay zeka (YZ) uygulamalarinin artmasiyla birlikte,
algoritmik seffaflik ve etik sorumluluk konulari giderek daha fazla 6nem kazanmaktadir.
Algoritmalar, toplumsal karar alma siireclerinde giderek daha fazla rol oynarken bunlarin
nasil ¢alistigina dair belirsizlikler, etik ikilemlere ve kamu giivenine zarar verme endiselerini
giindeme getirmistir. YZ sistemlerinin benimsenmesi, insan rekabeti, adalet, 6z giiven,
seffaflik ve hesap verebilirlik gibi temel degerlerle celisen karmasik etik sorunlar ortaya
cikarmaktadir. Bu alandaki ¢aligmalar, dijital teknolojilerin ve yapay zekanin denetimi {lizerine
yogunlasmaktadir. Ornegin Grigalashvili (2025), algoritmalarin nasil calistiginin anlagilir
(yani seffaf) olmasinin, onlarin demokratik bir sekilde denetlenebilmesi igin temel bir sart
oldugunu vurgulamaktadir. Bu denetim fikrini bir adim 6teye tasiyan Miiller (2021) ise yapay
zeka sistemlerinin insan gdzetimi ve kontrolii ile nasil bir etkilesim i¢inde olmas1 gerektigini

incelemektedir.

Isin sadece teknik degil etik ve stratejik boyutu da énemlidir. Widjaja (2024), etik kurallarin
artik sirketlerin temel is stratejilerinin ayrilmaz bir parcast olmasi gerektiginin altini
cizmektedir. Bu yaklasim, (Viale Pereira vd., 2020) tarafindan ele alinan bir soruna da yanit
niteligindedir; zira bu ¢alisma, dijital doniisiimiin yol actig1 olumsuz yan etkilerin hem toplum

hem de bireyler i¢in ne tiir zorluklar yarattigina dikkat cekmektedir.

Algoritmik seffaflik, 6zellikle kamu hizmetleri gibi kritik alanlarda karar verme siireglerinin
aciklanabilirligi ve erisilebilirligi baglaminda biiyiikk 6nem tagimaktadir. Bu kavram,
algoritmalarin nasil ¢alistigini, hangi verilerle beslendigini ve sonuglarinin nasil iiretildigini
anlamay1 amaglar. Algoritmik seffaflik, bireylerin ve toplumlarin bu sistemlere giiven
duymasini saglayarak, ayrica insan haklar1 odakli bir yaklagimi savunarak adil ve ayrimciliga
neden olmayan sonuclarin elde edilmesini tesvik eder (Arandia, 2023). Bu baglamda, kamu
yetkilileri tarafindan kullanilan otomatik karar verme sistemlerinin seffafligi, kamu yonetimi
ve giiveninin giiglendirilmesi acisindan kritik bir faktordiir (Stankovich wvd., 2023).
Dolayisiyla algoritmik seffaflik, etik sorumluluk ve halkin ¢ikarlarin1 gézeterek, teknolojinin
gelisimi ile birlikte gelecekteki toplumsal diizeni sekillendirmede belirleyici bir rol

oynamaktadir (Akinrinola vd., 2024; Antunes vd., 2024).



ALGORITMIK ILETISIM VE HALKLA iLiSKILER: ETiK, ETKi VE DUZENLEME TARTISMALARI 15

Modern toplumda algoritmalar, bireylerin giinliikk yasamlarindan kurumsal yo6netim
stireclerine kadar genis bir alanda etkili hale gelmistir. Bu algoritmalar, veri analizi ve karar
alma siireglerini hizlandirarak toplumsal hizmetlerin verimlili§ini artirma potansiyeline
sahiptir. Ancak algoritmalarin seffafligi ve etik sorumluluklart hem kamu yarar1 hem de
bireysel haklarin korunmasi agisindan ciddi tartismalar dogurmaktadir. Ornegin, algoritmik
sistemlerin karar verme siireglerindeki dnyargilar, toplumda esitsizlikleri derinlestirme riski
tasir ve bu durum, Nandal ve Yadav’in (2025) vurguladigi gibi, tarihsel verilerin mevcut
sosyal Onyargilari yansitmasi nedeniyle ortaya cikmaktadir. Ise alim siirecleri de bu
doniisiimden payini almaktadir. Anton vd. (2024), yaptiklar1 arastirmada, ise alimda kullanilan
yapay zekd (Al) sistemlerinde etik ilkelere bagli kalmanin ne kadar kritik oldugunu 6ne
cikarmaktadir. Arastirmacilar, bu sistemlerin adil olmasi icin farkli adaylarin bakis acilarinin
da mutlaka dikkate alinmas1 gerektigini savunmaktadir. Sonug olarak, algoritmalarin etkili ve
sorumlu bir sekilde kullanilmasi, modern toplumlarin adalet ve esitlik temelinde ilerlemesi

icin zorunludur.

Ozellikle otonom araglar ve insan kaynaklar1 siireclerinde etik ikilemlere yol acan
algoritmalarin kullanimi; salt teknolojik bir gelisme olarak degil, etik sorumluluk ve kamu
yarar1 ekseninde ele alinmasi gereken kritik bir meseledir. Ornegin, otonom araglarin karar
verme siiregleri sikca Trolley Problem gibi klasik etik ikilemlerle ele alinsa da bu tiir
diistinceler daha karmasik ve gercek diinya sorunlarmni géz ardi etme egilimindedir (Holstein
vd., 2021). Ayrica, yapay zeka destekli ise alim siireclerinde ortaya ¢ikan etik algilar, cinsiyet
gibi bireysel faktorlerin roliinii ortaya koyarak adalet ve seffaflik gibi degerlere vurgu yapar
(Anton vd., 2024). Dolayisiyla, algoritmik seffaflik ve etik sorumluluk arasindaki bu denge
hem bireylerin hem de topluluklarin yarari i¢in dikkate alinmalidir (Cahn, 2022). Bununla
birlikte, isletme kararlar1 da etik ve kar arasindaki catismalarla basa ¢ikmak zorundadir
(Holstein vd., 2021). Algoritmalarin sosyal etkileri, bu karmasik etik meseleleri ¢ézme

ihtiyacini daha da artirmaktadir.
2.1.1. Algoritmik Opaklik

Algoritmik opaklik, modern teknoloji ¢aginda giderek daha belirgin hale gelen bir kavramdir
ve bu durum, sosyal medyadan finans sistemlerine kadar bir¢ok alanda karsimiza ¢ikmaktadir.
Algoritmalarin ne sekilde ¢alistigi, hangi verileri kullandig1 ve bu siire¢lerin nasil sonuglar
dogurdugu ¢ogu zaman belirsizdir. Bu belirsizlik, bireylerin kisisel verilerinin nasil
kullanildig1 ve karar alma siireclerine nasil etki ettigi konusundaki endiseleri artirmaktadir.

Ozellikle, algoritmalara dayanan sistemlerin insanlart nasil yonlendirdigi veya



16 ALGORITMIK ILETISIM VE HALKLA iLiSKILER: ETiK, ETKi VE DUZENLEME TARTISMALARI

marjinallestirdigi konusunda ciddi etik sorular ortaya g¢ikmaktadir. Algoritmik opakligin
asilmasi, toplumun bu teknolojilere kars1 olan giivenini yeniden tesis etmek admna kritik bir
adim olarak degerlendirilmektedir (Ebers ve Gamito, 2020). Bu baglamda hem gelistiricilerin
hem de politika yapicilarin, seffaflik ve hesap verebilirlik ilkesine uygun olarak hareket

etmesi gerekmektedir (Ebers ve Gamito, 2020).

Algoritmik opakliga katkida bulunan bir¢ok faktdr bulunmaktadir. 11k olarak, algoritmalarimn
karmasiklig1 ve verimliligi, daha fazla veri isleme kapasitesi saglarken, ayn1 zamanda bu
sistemlerin anlasilabilirligini de zayiflatmaktadir (Koene vd., 2019). Bu baglamda, algoritmik
sistemlerin seffaflik eksiklikleri, insan haklar1 {izerindeki riskleri biiyiitmekte ve toplumsal
hesap verebilirligi tehdit etmektedir. Ek olarak, yapay zekanin kisisellestirilmesi, bireylerin
mahremiyetine yonelik riskler tasiyarak etik sorunlari giindeme getirmekte (Karami vd.,
2024), bu durum ise genel kamuoyunun giivenini sarsmaktadir. Son olarak, Uretken Yapay
Zeka (GenAl) gibi yeni teknolojiler, sorumlu bir gelistirme perspektifi olmaksizin
kullanildiginda, adalet ve hesap verebilirlik ilkeleri ile catigma yaratmaktadir (Barbudo
Carrasco, 2025). Boylece, algoritmik opakligin giderilmesi i¢in ¢ok yonlii bir yaklagim

benimsenmesi gerekmektedir.

Ornegin, finans sektdriinde kullanilan kredi risk degerlendirme algoritmalari, kullanicilarin
kredi ge¢mislerini ve finansal durumlarini degerlendirirken, bu siireclerin nasil isledigi
hakkinda yeterli seffaflik sunmamaktadir. Bu durum, ayrimciliga ve adaletsiz uygulamalara
yol agabilecek riskler tasimaktadir. Saglik sektoriinde de hastalar icin tedavi Onerileri
olustururken kullanilan algoritmalarin opakligi, tedavi siireglerinde hata yapma olasiligini
artirmakta ve hasta giivenligini tehlikeye atmaktadir (Yigitcanlar, 2024). Ayrica sosyal medya
platformlarindaki igerik Oneri algoritmalari, kullanicilarin bilgi akismi yo6nlendirirken,

kullanicilarin bilingli secimler yapabilmesi i¢in gereken seffafligi sunmamaktadir.

Cogu algoritma, biiylik veri setlerini isleyerek sonuglar iirettiginden, bu sistemlerin nasil
calistig1 genellikle anlagilmaz hale gelmekte ve bu durum, seffaflik ile hesap verebilirligin
saglanmasini engellemektedir (Koene vd., 2019). Ozellikle, algoritmalarin gegcmisteki sosyal
Onyargilar1 yansitan verilerle egitilmesi, ayrimciliga ve sistematik esitsizliklere yol
acabilmektedir, bu da toplumsal adaletin zedelenmesine neden olmaktadir (Nandal ve Yadav,
2025). Ayrica, bu opak sistemlerin insan haklar1 {lizerindeki olasi etkileri, otomatik karar
verme siire¢lerinin giivenilirligini soru isaretleriyle doldurmaktadir (Ulasan, 2023). Bu
baglamda, algoritmik sistemlerin etik sorumluluklarini dikkate alarak, seffaflik ve hesap

verebilirlik ilkelerinin giiclendirilmesi gerekmektedir (Miiller, 2021). Algoritmik karar alma
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stireclerinin yeniden gozden gegirilmesi, toplumun yararint gozeterek adil ve esit bir

yaklagimin benimsenmesine katkida bulunacaktir.

Tablo 2: Algoritmik Yonetisimde Temel Etik Ikilemler ve Coziim Yaklasimlar:

Ana Tema Temel Tartisma / Sorun Tigili Etik ve Teorik Yaklagim One Cikan Vaka / Yasal
Diizenleme
"Kara Kutu" (Black Box) Sorunu:
Algoritmalarin nasil karar verdiginin Vaka:
Algoritmik bilinmemesi ve denetim eksikligi. Referanslar: Finafls“ e - sigortacilik
Opaklik (Sorun) Pasquale (2015); Burrell (2016). sekiorindeki kredi  skorlama

Seffafik Paradoksu: Aciklik talebi
ile ticari
catigma.

sir/glivenlik  arasindaki

algoritmalarinin denetime kapali
yapisl.

Etik Catismalar
(Teori)

Verimlilik mi, Haklar mi?
Algoritmanin sistemin genel
verimliligi i¢in azinlik haklarin1 veya
bireysel adaleti feda etmesi riski.

Faydaciik (Utilitarianism) vs. Odev
Ahlaki (Deontology): Sonug¢ odaklilik
(en yiiksek fayda) ile kural/hak odaklilik
arasindaki ¢atisma.

Ornek:

Otonom araglarin kaza aninda
yolcuyu mu yoksa yayayr mi
koruyacagma dair etik kodlama

Referanslar: (Trolley Problem).
Miiller (2021); Bonnefon vd. (2016).
Bilgisizlik Pecesi (Rawls) ve Erdem
Tasarimer Onyargisi: Algoritmalart | Etigi: Tasarimcinin tarafsizhigi ve ahlaki | Kavram:
Algoritmik tasarlayanlarin kimligi, deger | sorumlulugu. Algoritmik Tarafsizlik
Adalet (Teori) yargilart ve bilingdigt Onyargilart | Referanslar: (Algorithmic Neutrality) mitinin

sonuglari nasil etkiler?

Fazelpour ve Lipton (2020); Floridi vd.
(2018).

¢okiisii.

Ayrimcilhlk  ve

"Cop Giren Cop Cikar": Tarihsel
verideki Onyargilarin (irk, cinsiyet)
algoritma tarafindan ogrenilip
yeniden iiretilmesi.

Veri Adaleti (Data Justice): Verinin

Vakalar:

1. COMPAS
sisteminde 1rkgilik)
(Angvin vd. 2016)
2. Amazon (Ise alim aracinda

(ABD  Yargi

Basarisizhik toplanma ve islenme siireglerindeki gii¢ | cinsiyetgilik)
(Pratik) Vekil (Proxy) Veri Sorunu: Irk dengesizlikleri. (Dastin, 2022)
S SR ol syl i
4 yap ’ sisteminde fisleme) (Van Bekkum
ve Zuiderveen Borgesius, 2021)
Etik  Temennilerden  Hukuk | Aciklanabilirlik Hakki ve Risk ?“ZG"B';’I‘{“"(IEE dde 22 Otomatik
Yasal Denetim | Kurallarina Gegis: Seffafligin bir | Tabanh Yaklasim: Yiiksek riskli YZ . . .
. e o . . L . . karar vermeye itiraz hakki)
(Diizenleme) litaf" degil, yasal bir zorunluluk | sistemleri igin siki denetim ve insan . L
haline gelmesi gozetimi sart1.(Wachter vd., 2017) 2. EU AL Act (Risk Piramidi
) ) ” Modeli)
Kurumsal Dijital Sorumluluk (CDR)
ve Insan Merkezli YZ (HCAI): insan
itibar Yonetimi: Seffafligin  bir | gozetimi, etik kurul denetimi ve paydas | Strateji:
Kurumsal o .. AU . - .
P uyum maliyeti degil, paydas | iletisimi. Sirketlerin "Yapay Zeka Etik
Coziim . x "
oo nezdinde giiven unsuru olarak Kurullar1" olusturmasi ve seffaflik
(Strateji) e .
goriilmesi. Referanslar: raporlari yayilamast.

Wirtz vd. (2023); Lobschat vd. (2021);
(Shneiderman, 2020)

2.2, Algoritma Tasariminda Etik Sorumluluk

Algoritma tasariminda etik sorumluluk, gilinlimiizde sosyal medya ve diger dijital

platformlarin kullanicilarina sundugu karar mekanizmalarinin daha adil ve hesap verebilir

hale gelmesi acgisindan kritik 6neme sahiptir. Kullanic1 deneyimlerini dikkate almadan

gelistirilen algoritmalar, teknik verimlilik sorunlarinin yam: sira etik kaygilar acisindan da

¢esitli sorunlar dogurabilir. Ornegin, algoritmalarin belirli gruplara yénelik onyargilar

icermesi, adalet algisin1 zedeleyebilir ve bu durum kullanicilarin platforma olan giivenini

sarsabilir (Blackmore, 2019). Ayrica, algoritma siireclerinin gizliligi ve belirsizligi, hesap
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verebilirlik  ihtiyacim1  gliglendirirken, farkli paydaslarin  ¢ikarlarint  gbéz  Oniinde
bulundurmayan kullanici merkezli yaklagimlarin yetersizligini ortaya koyar (Milano vd.,
2020). Bu baglamda etik sorumluluk, algoritma mekanizmalarinin seffafligini artirmak ve
toplumun genel yararint gozetmek i¢in hayati bir ara¢ olarak 6ne ¢ikmaktadir (Buhmann vd.,
2019). Dolayisiyla, algoritmalarin bu yonlerinin derinlemesine incelenmesi, daha adil ve

kapsayici bir dijital ortamin olusturulmasina katkida bulunacaktir (Burrell vd., 2019).

Seffaflik, yalnizca kullanicilarin algoritmalarin arka plandaki karar mekanizmalarini
anlamasint saglamakla kalmaz, ayni zamanda bu siirecte karsilasilan Onyargilar1 ve etik
ikilemleri de aciga c¢ikarir (Nandal ve Yadav, 2025). Ayrica, gelistiricilerin bu siirecte farkl
disiplinlerden gelen uzmanlarla is birligi yapmalar1 hem adaletin saglanmasina hem de

toplumsal etkilerin minimize edilmesine yardimci olur (Arbani, 2025).

Vaka calismalari, algoritmalarin toplum {iizerindeki etkilerinin genellikle karanlik noktalara
yol actigim gostermektedir. Ornegin, saglik hizmetleri gibi kritik alanlarda algoritmik
kararlar, bireylerin haklarmi dogrudan etkileyebilmektedir. Koene vd. (2019)’de belirtildigi
iizere, algoritmalarin seffaf olmamasi, kullanicilarin bu sistemlerin isleyigini anlamalarini
zorlagtirmakta ve bunun sonucunda hesap verebilirlik eksikligi dogmaktadir. Ayrica, Tian
(2024)°da ifade edildigi gibi, dijital teknolojilerin benimsenmesi siirecinde etik kaygilar ve
kamuoyunun siipheleri, uygulamalarin etkili ve sorumlu bir sekilde gerceklestirilmesini
engelleyebilmektedir. Bu baglamda, algoritmalarin toplumsal fayday1 gézetmesini saglamak
amaciyla, seffaflik ve hesap verme mekanizmalarimin gii¢lendirilmesi kritik bir 6neme sahiptir

(Bietti, 2020).

Bu acidan etik sorumlulugu tesvik etme stratejileri, algoritmik seffaflik ve etik ikilemler
baglaminda kritik bir 6neme sahiptir. Dijital teknolojilerin yaygin kullanimi, 6zellikle dneri
sistemleri gibi alanlarda, etik risklerin belirginlesmesine neden olmaktadir; bu baglamda
kullanic1 merkezli yaklagimlarin yani sira diger paydaslarin ¢ikarlarinin da g6z Oniinde
bulundurulmas: gerekmektedir (Milano vd., 2020). Ozellikle yapay zeka ve makine dgrenimi
gibi araglarin, egitimdeki uygulanabilirligini artirmasina ragmen, var olan esitsizlikleri
siirdiirme potansiyeli bulunmasi nedeniyle etik ilkelerin gelistirilmesi zorunludur (Barnes ve
Hutson, 2024). Bununla birlikte, karar verme siireclerinde adalet ve esitlik gibi sosyal
hedeflerin goéz oniinde bulundurulmasi, onerilen algoritmalarin ve yaklagimlarin etkinligini
artiracaktir. Ayrica, insaat sektorlindeki akilli teknolojilerden kaynaklanan etik risklerin

yonetilmesi i¢in dinamik bir yOnetisim ¢ergevesinin olusturulmasi ve paydaslar arasinda is
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birliginin giiclendirilmesi 6nemlidir (Wu vd., 2025). Bu tiir 6nlemler hem teknolojik

yeniliklerin hem de etik sorumluluklarin dengelenmesini saglayacaktir.
2.3. Kamu Yararini ve Algoritmik Hesap Verebilirligi Dengelemek

Algoritmik hesap verebilirlik, kamu yarar1 ile bireysel haklar arasinda bir denge kurma
cabalarinin merkezinde yer almaktadir. Kamu yonetiminde yapay zeka kullanimi, verimlilik
artist ve daha iyi hizmet sunma vaadi tasirken, bu durum etik ikilemleri de beraberinde
getirmektedir. Ozellikle algoritmalarin opakligi, toplumsal esitsizliklere yol a¢ma riski
tagimaktadir. Grigalashvili (2025) tarafindan vurgulanan bu durum, hesap verebilirligi
saglamak i¢in orgiitlerin itibar kaygilarini dikkate almasi gerektigini gostermektedir. Bununla
birlikte, etkili bir iletisim siireci olusturarak algilarin yonetilmesi gerektigi agiktir. Buhmann
vd. (2019), bu ¢esitlilik i¢inde kullanicilarin veri gizliligi ve seffaflik iizerindeki etkisinin,
tiiketici giivenini artirmak i¢in kritik oldugunu belirtmektedir. Jenita ve Brindha (2025) bu
baglamda, etik normlar olusturarak sosyal medyada siirdiiriilebilir bir marka itibar1 saglama

gerekliligine isaret etmektedir.

Algoritmalar, kamu yarar1 anlayisinin yeniden sekillenmesine olanak tantyan araglar olarak da
on plana c¢ikmaktadir. Seffaflik eksikligi, algoritmik siire¢lerin adilligini sorgulamakta ve bu
durum kamu kurumlarmnin giivenilirligini tehdit etmektedir. Bu baglamda, algoritmalarin
kamu yarar1 igin nasil yapilandirilacag: etik sorumluluklarla dogrudan iliskilidir. Ozellikle
Grigalashvili (2025)’nin belirttigi gibi, yapay zeka uygulamalarinin kamu yo6netiminde
kullanimi, karar verme siireclerinde adaletsizlik ve Onyargi yaratma potansiyelini tasirken,
ayni zamanda toplumsal esitsizlikleri pekistirme riski tasimaktadir. Ek olarak, Hanssen ve
Nichele, 2019)’nin vurguladigi demarkasyonlar, algoritmalarin ve yapay zeka teknolojilerinin
etik olarak degerlendirilmesi i¢in gerekli bir ¢erceve sunmaktadir. Biitlin bu tartigmalar
1s181inda, kamu yararinin tanimi, yalnizca teknik verimliligi degil ayn1 zamanda toplumsal
katilim1 ve adaletin saglanmasini da icermelidir. Sonug olarak, algoritmik seffaflik ve etik
sorumlulugun birlesimi, kamu yararin1 saglamanin anahtaridir (Viale Pereira vd., 2020;

Holstein vd., 2021).

Algoritmik seffaflik, kamu giiveni ile arasinda karmasik bir iliski olusturur. Insanlarin yapay
zeka sistemlerine duydugu giiven, bu sistemlerin nasil ¢alistigini anlayabilmelerine baglhidir;
bu durumda seffaflik, karar alma siireclerinin giivenilirligini artirmada kritik bir rol
oynamaktadir (Wu vd., 2023). Bununla birlikte, yapay zekanin kamu politikalarindaki
entegrasyonu, veri odakli yonetim uygulamalarinin yayginlagsmasia yol agarken, onyargi,

gizlilik ve hesap verebilirlik gibi etik sorunlari da beraberinde getirir (Benoit, 2024).
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Insanlarin yapay zeka sistemlerine olan giivenlerini etkileyen faktdrler arasinda seffaflik,
aciklanabilirlik ve sonuglarin dogrulugu 6nemli bir yer tutar (Liu vd., 2024). Ayrica, medya
algoritmalarimin etkisi, haber {iretim siire¢lerinde insan yargisinin nasil sekillendigi iizerinde
de belirleyici bir rol oynar, zira algoritmalar icerik dagitiminda 6nemli bir kapr islevi
gormektedir (Resok-Dahl ve Olsen, 2025). Bu baglamda, algoritmik seffaflik, kamu giivenini

artirmak i¢in gereken etik ve stratejik cerceveleri saglamada hayati bir 6neme sahiptir.

Baski gruplari, algoritmik seffafligi tesvik etme konusunda kritik bir rol oynamaktadir. Bu
gruplar, isletmelerin kazan¢ odakli politikalariin etik ve hukuksal agilardan sorgulanmasina
yardimc1 olarak, kamu yararmi goézeten bir bakis agisini benimsemektedirler. Dijital
doniistimiin olumsuz yanlarini ortaya koyarak (Hermansyah vd., 2024), sosyal sorumluluk ile
ticari c¢ikarlar arasindaki c¢atismalart vurgular. Bu baglamda, etik ilkelerin bilimsel
aragtirmalarin temelini olusturmas1 gerektigini savunan yaklasimlar, baski gruplarinin
onemini pekistirir (Teessar, 2024). Ayrica, dijitallesmenin sosyoekonomik etkilerine dair
yapilan caligmalarda, dikkate alimmasi gereken pek ¢ok goriinmeyen yasamsal meseleler
gosterilmektedir (Viale Pereira vd., 2020). Sonug¢ olarak, bu gruplarin katkilari, algoritmik
seffaflik ile etik sorumluluk arasindaki iligkileri gili¢lendirme amaci tasirken, toplumun

genelinin ¢ikarlarini koruma ¢abalarina yon vermektedir (Hoque, 2025).

Teknolojik ilerleme, seffaflik prensipleriyle dogrudan iliskilidir ve bu durum 6zellikle yapay
zeka ve makine 0grenimi uygulamalarinda belirginlesir. Yapay zeka sistemlerinin karanlikta
kalmasi, kullanicilarin giivenini azaltirken, uygulamalarin etik standartlara uygunlugunu
sorgulamakta Onemli bir rol oynamaktadir. Goncalves vd. (2024), tasarimcilarin
olusturduklar1  teknolojilerin  toplumsal etkilerini g6z Oniinde bulundurarak etik
sorumluluklarin1  yerine getirmelerinin gerekliligini vurgulamaktadir. Ozellikle saglik
sektoriinde, seffaflik ve agiklanabilirlik, yapay zeka tabanli sistemlerin topluma
entegrasyonunda kritik bir éneme sahiptir; ¢linkii hasta verilerinin gizliligi ve algoritmik
Onyargi gibi konular, gliven duyulabilirligi dogrudan etkilemektedir (McGraw, 2024).
Bununla birlikte, Khan (2024) kiiresel diizeyde etik standartlarin olusturulmasinin énemini
vurgulayarak, seffafligin yani sira hesap verebilirlik gereksinimlerini de ©n plana
cikarmaktadir. Sonug olarak, teknolojik ilerlemenin etik ¢ercevelerle uyumlu bir bi¢imde
stirdiiriilebilmesi, seffaflik ve agiklanabilirlik ilkeleriyle birlestiginde, toplumun yararina

olacaktir (Miiller, 2021).

Algoritmik sistemlerde etik farkindalig1 artirmanin yolu biiyiik 6l¢iide egitimden ge¢mektedir.

Egitim, bireylerin algoritmalarin igleyisini ve bu siire¢lerin toplumsal sonug¢larini kavramasina
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yardimct olur. Bu noktada, Costa (2024), ozellikle egitim kurumlarinin etik karar verme
yeteneklerini gelistirme konusundaki kritik roliinii vurgulamaktadir. Egitim ve seffaflik
ihtiyaci, pratik alanlarda da kendini gdstermektedir. Ornegin, Jenita ve Brindha (2025), sosyal
medya pazarlamasindaki veri kullanimina iliskin etik sorunlar1 inceleyerek, bu alanda

seffaflik ve hesap verebilirligin sart oldugunu ortaya koymaktadir.

Bu etik yaklagim sadece kullanimi degil, teknolojinin iiretimini de kapsamalidir. Kumbo vd.
(2024)’nin aragtirmasi, yapay zeka (Al) ve makine 6grenimi (ML) sistemlerinin daha tasarim
asamasindayken etik ilkelerle biitiinlestirilmesinin 6nemini belirtmekte ve bu alanda
diizenleyici c¢ergevelere ihtiyag duyulduguna dikkat c¢ekmektedir. Nihayetinde, bu
farkindaligin temeli yiiksekdgrenimde atilmaktadir. Barnes ve Hutson’in (2024) calismast,
yiiksek 6grenim kurumlarinda etik yapay zekd uygulamalarinin yerlestirilmesinin, bireyleri

gelecekte toplumsal degerlerle uyumlu kararlar almaya hazirlayacagini gostermektedir.

Sonu¢ olarak algoritmalarin seffafligi, etik sorumluluk ve kamu c¢ikar1 arasindaki denge,
modern toplum i¢in hayati dneme sahiptir. Algoritmik sistemler, kamu ve 6zel kuruluslar
arasinda yaygin olarak kullanilarak karar alma siireclerini doniistiirmekte, ancak bu durum
ayn1 zamanda ciddi etik ikilemler getirmektedir. Ozellikle, algoritmalarm opakligi, yapilan
kararlarin  acgiklanabilirligini  zorlagtirmakta ve toplumsal esitsizlikleri derinlestirme
potansiyeli tasimaktadir. Bu baglamda, sorunlara yonelik Onerilen ¢oziimler, daha fazla
seffaflik ve hesap verebilirlik saglamak amaciyla diizenleyici mekanizmalarin gelistirilmesini
icermektedir. Ayrica, daha ¢esitli veri setleri olusturulmasi ve etik karar alma siireclerinin
giiclendirilmesi gerektigi one siiriilmektedir (Nandal ve Yadav, 2025). Etik ve seffaflik
arasindaki iligkiyi giiclendirmek, kamusal yarar1 giivence altina alacak bir yonetisim modeli

olusturmanin temel unsurlarindandir (Koene vd., 2019; Gal vd., 2022).

Giliniimiizde algoritmik seffaflik ayrica paydaslarin harekete gecme cagrisini gerektiren
onemli bir konu haline gelmistir. Bu baglamda, yanlis anlamalara yol acabilecek gdzetim
uygulamalari, bireylerin performansimni ve 06zel yasamini denetlerken ayni zamanda etik
ikilemleri de ortaya ¢ikarmaktadir. Ornegin, bireyin yarari ile toplumsal yarar arasinda bir
denge kurmak, sahiplik haklar1 ile bilgi ifsas1 arasindaki catigsmalar, adalet ile merhamet ve
gercek ile sadakat gibi sorunlar giindeme gelmektedir (Mettler ve Naous, 2022). Al
sistemlerinin yayginlagmasi, etik sorumluluk ve halk yarar1 konusunda sikigikliklara neden
olmakta, bu da paydaslarin kilavuz ilkeleri benimsemesini zorunlu hale getirmektedir (Viale
Pereira vd., 2020). Bu dogrultuda, cesitli gelismekte olan bdlgelerde dijital doniisiimiin

beklenmedik yan etkileri iizerine kurulan tartigmalar, toplumsal degisimlerin 6niinii agmak
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icin is birligi icerisinde hareket etmenin Onemini vurgulamaktadir (Figueras vd., 2022).
Paydaslar, bu etik sorunlari asmak ve faydali sonuglar elde etmek icin etkin bir sekilde

harekete gecmelidirler (Mettler ve Naous, 2022).
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UGUNCU BOLUM
VERi TABANLI HALKLA iLiSKILERDE SOSYAL DINLEME, ALGORITMIiK
RASYONELLIK VE ETiK SINIRLAR

3.1. Halkla iligkilerde Paradigma Degisimi ve Veri Odaklilik

Halkla iligkiler (PR) disiplini, 20. yiizyilin basindaki modern anlamda ortaya ¢ikisindan
giiniimiize kadar, iletisim teknolojilerindeki doniisiimlere paralel olarak stirekli ve dinamik bir
evrim gecirmektedir. Halkla iligkiler tarihi; Edward Bernays'in propaganda yaklagimindan
(Bernays, 1928), Ivy Lee'nin seffaflik ilkesine ve James Grunig'in karsilikli anlayis modeline
uzanan uzun bir yolculuktur. Ancak bu tarihsel siire¢, glinlimiizde biiyiikk bir degisim
gecirmektedir. Meslek, artik veri odaklilik ekseninde koklii bir yapisal doniisiim yagsamaktadir.
Dijitallesme oncesinde halkla iliskiler; sezgilere, kisisel iliskilere ve gézlemlere dayanan bir
sanat veya zanaat olarak goriiliiyordu. Giiniimiizde ise bu durum tamamen degismistir. PR
artik algoritmalarin, biiylik verinin ve yapay zekanin yonettigi, dl¢lilebilir bir yonetim bilimi

haline gelmistir (Wiencierz ve Réttger, 2017).

Bu dOniisiim, kullanilan araglarin yenilenmesinin yaninda stratejik aklin yeniden
yapilanmasini da igermektedir. Aradau ve Blanke’nin (2022) "Algoritmik Rasyonellik" olarak
tanimladig1 yeni diizlemde, iletisim stratejileri artik tahmin edilebilirlik ve hesaplanabilirlik
tizerine kuruludur. Geleneksel PR, "mesajin ne kadar yayildig1" (erisim) ile ilgilenirken; veri
tabanli PR, "mesajin hangi davranigsal degisikligi tetikleyecegi" (etki) sorusuna matematiksel
kesinlikle yanit aramaktadir (Buhmann vd., 2020). Dijital izleme araglari ve sosyal medya
mecralari, halkla iliskiler uygulayicilarima hedef kitleyi anlama noktasinda 6nemli bir
yetkinlik sunmaktadir. Geleneksel yaklasimlarin aksine, mevcut incelemeler sadece yas veya
cinsiyet gibi demografik verilerin tasnifiyle yetinmemektedir. Teknolojik imkanlar sayesinde
bireylerin psikolojik yatkinliklari, anlik duygusal reaksiyonlari, siyasi tercihleri ve gizli

kalmus tiiketim giidiileri de detayl bir bicimde ¢oziimlenebilmektedir.

Ancak bu muazzam analitik gilig, beraberinde derin etik ve demokratik riskleri de
getirmektedir. Shoshana Zuboffun (2019) Gozetim Kapitalizmi kavrami iizerinden elestirdigi
veri toplama bicimleri; halkla iliskilerin mesru ikna cabalarini, manipiilatif bir sosyal
miihendislik siirecine indirgeme riski tagimaktadir. Tkna ile manipiilasyon arasindaki ince

cizgi, algoritmalarin seffaf olmayan dogasi nedeniyle giderek bulaniklagmaktadir.
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PR tarihine sosyolojik bir perspektifle bakildiginda, meslegin mesruiyet arayisinin her zaman
olgiilebilirlik sorunuyla i¢ ice oldugu goriilmektedir. 20. ylizyilin ortalarinda basin kupiirlerini
derlemek ve Reklam Esdegeri (AVE) hesaplamak basarinin temel gostergesi sayilirdi. Ancak
2010'lu yillarda dijitallesme ile birlikte "etkilesim oranlar1" (engagement rates), "duygu
analizi" (sentiment analysis) ve "donlisim hunileri" (conversion funnels) o6n plana ¢ikmistir

(Zerfass vd., 2017).

Bu siiregte Grunig'in (2001) miikkemmellik teorisi, kurumlar ve paydaslar arasinda dengeli,
etik ve diyaloga dayali bir iletisimi savunmustur. Dijital medya, teorik olarak bu iki yonli
simetriyi saglamak i¢in miikemmel bir teknolojik zemin sunmaktadir. Ancak, Boyd ve
Crawford'un (2012) Elestirel Veri Calismalarinda (Critical Data Studies) vurguladig gibi,
Biiyiik Veri tarafsiz bir olgu degildir. Veri toplayan kurumlar ile verisi toplanan bireyler
arasindaki derin gii¢ asimetrisi, Grunig'in simetrik modelini pratikte islevsizlestirmektedir. Bu
dengesizlik, iletisim siireclerini veri sahibi lehine ¢alisan ve 'panoptikon'u andiran bir gdzetim
mekanizmasina doniistiirme tehlikesi yaratir. Dolayisiyla giiniimiiz PR pratigi, esitler arasi
diyalogdan ziyade, veriye dayali odngoriicii modelleme (predictive modeling) ve davranigsal

diirtme (nudging) stratejilerine kaymistir (Aka, 2024).

Veri odakli halkla iliskiler, kurumun genel is hedefleriyle entegre, yonetim kurulunda (C-
Level) temsil edilen ve 6l¢iilebilir ¢iktilar iireten stratejik bir disiplindir. Bu disiplinin basarisi,
keyfi olgiitlerle degil, uluslararas1 standartlarla belirlenmistir. Iletisim Olgme ve
Degerlendirme Uluslararasi Birligi (AMEC) tarafindan gelistirilen Barcelona Ilkeleri 3.0, veri
odakl1 iletisimin kiiresel anayasasi niteligindedir. Bu ilkeler, PR basarisinin sadece "¢iktilarla"
(outputs- orn: kag¢ kisi gordii?) degil, "sonuglarla" (outcomes- Orn: algi degisti mi?) ve
"etkilerle" (impact- Orn: satig arttt mi, itibar gliglendi mi?) ol¢iilmesi gerektigini sart kosar
(AMEC, 2020). Bu baglamda veri tabanli PR; tescilli aragtirmalar, A/B testleri ve
ekonometrik modellemeler kullanarak, iletisimin kurumsal itibara ve finansal performansa

katkisin1 somut verilerle kanitlamak zorundadir (Macnamara, 2018).
3.2. Algoritmik Rasyonellik ve Buyiik Veri Yonetimi

Dijitallesme siirecinde PR stratejilerinin bigimlenmesi radikal bir degisime ugramistir.
Stratejiler artik yalnizca insan kararlarma degil, otomatiklestirilmis algoritmik siireclere de
bagli hale gelmistir. Bu durum, Aradau ve Blanke'nin (2022) ortaya koydugu "algoritmik
rasyonellik" kavramiyla agiklanmaktadir. Algoritmik rasyonellik, iletisim siire¢lerinin nasil
isledigini, bilginin nasil filtrelendigini ve kararlarin nasil alindigin1 anlamak i¢in kritik 6neme

sahiptir.
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Sosyal medya platformlar1, belirli ve genellikle seffaf olmayan algoritmalarla calisir. Bu
algoritmalar bilginin akisini, igerigin yayilimini ve kamu yararina ilisgkin konularin 6ne
cikisini merkezden belirler. Geleneksel medyadaki editoryal esik bekeiligi roliinii artik
algoritmalar iistlenmistir. Ancak editorlerin aksine algoritmalar, etik veya toplumsal fayda
kaygis1 giitmezler ¢iinkli onlarin 6nceligi etkilesim maksimizasyonu ve platformda kalma

suresidir.

Algoritmalarin bu filtreleme ve se¢gme giicii, Noelle-Neumann'in suskunluk sarmali teorisini
(Noelle-Neumann, 1974) dijital ortamda yeniden iiretmektedir. Algoritmalar, etkilesim alan
popiiler ve cogunlukgu goriisleri ddiillendirip viral hale getirirken; aykiri, azinlikta kalan veya
karmagik goriisleri goriinmez kilar. Kullanicilar, dislanma korkusuyla veya sadece algoritmik
baski nedeniyle hakim goriise uyum saglar ya da sessiz kalmayi tercih eder. Bu durum,
"Algoritmik Kamuoyu" olarak nitelendirilen hem bir siire¢ hem de bir {irlin olan yap1y1 ortaya
cikarir. PR profesyonelleri, artik sadece dogal toplumsal dinamiklere hitap etmemektedir.
Ayn1 zamanda algoritmalar tarafindan siirekli filtrelenen, yonlendirilen ve manipiile edilen bir

kamuoyuna hitap etme zorunlulugu ile kars1 karsiyadirlar.

Bu karmasik sistemin basarisi ise biiyiik verinin (Big Data) etkin yonetimine baghdir. Biiyiik
veri setleri, geleneksel yazilimlarla yonetilemeyecek kadar kapsamli, karmasik ve hizlidir. Bu

karmasgiklik, literatiirde "3V Modeli" (Hacim, Hiz, Cesitlilik) etrafinda toplanir:

e Hacim (Volume): Veri miktarinin devasa boyutlara ulagsmasi, depolama ve isleme

sorunlarini beraberinde getirir.

o Cesitlilik (Variety): Metin, goriintii, video, konum verisi gibi heterojen verilerin bir araya

getirilmesi ve anlaml1 bilgilere doniistiiriilmesi zorlu bir siirectir.

e Hiz (Velocity): Verilerin anlik olarak tiretilmesi, gercek zamanli igleme ve analiz yetenegini

zorunlu kilar (Kitchin, 2014).

Bu teknik zorluklarin iizerine, biiyiik verinin PR baglamindaki en kritik boyutu olan etik ve
giivenlik gereklilikleri eklenir. Veri giivenligi ve mahremiyet ile ilgili endiseler, bir¢ok
isletmenin biiyiik veri projelerine temkinli yaklasmasina neden olmaktadir. Kullanict
verilerinin korunmasi ve giivenli bir sekilde islenmesi, sadece teknik bir gereklilik degildir.
Etik cergevenin dikkate alinmamasi durumunda toplumsal etkilerin derinlesecegi bir gercektir

(Viale Pereira vd., 2020).

Veri odakli PR, hedef kitleye ulasmak, onlar1 anlamak ve etkilesim kurmak i¢in iki temel

mekanizmaya dayanir: Sosyal Dinleme (SL) ve Mikro Hedefleme (MT). Bu araglar, iletisim
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profesyonellerine karar alma siireglerini sekillendirmede zengin bir veri havuzu sunarken,

ayni1 zamanda ciddi etik zorluklar1 da beraberinde getirir (Beckett, 2019).

Sosyal dinleme; markanin, {iriiniin, hizmetin veya rakiplerin halka ac¢ik sosyal medya kanallar1
iizerinden gergek zamanli olarak takip edilmesini iceren sistematik bir siirectir. Bu siireg,
sadece anahtar kelimelerin takibi degildir; miisteri algisini (duyarlilik/sentiment) ve genel
marka itibarin1 derinlemesine degerlendirmeyi amaglar. Sosyal dinleme markalarin hedef

kitlelerinin, miisterilerin ve rakiplerin goriiglerini analiz etmelerine olanak tanir.

Bu mekanizma, hedef kitlenin duygu durumlarin ve ihtiyaglarini gergek zamanli izleyebilme
yetenegi sunar. Boylece PR profesyonelleri, daha kisisellestirilmis icerikler iiretme ve giincel
egilimleri aninda tespit etme sansi bulur (Kim, 2020). We Are Social (2024) verilerine gore,
diinya genelinde internet kullanicilarinin %62'sinden fazlasinin sosyal medya platformlarini
aktif olarak kullanmasi, bu mecralar1 PR stratejilerinin merkezine yerlestirmektedir. Ayrica
sosyal dinleme siirecleri, biiyiik veri analizi araglariyla entegre edildiginde erken uyari sistemi

islevi goriir.

Ancak sosyal dinlemenin 6nemli sinirlart vardir. En biiylik operasyonel zorluklardan biri,
Karanlik Sosyal Medya (Dark Social) olgusudur. Madrigal (2012) tarafindan ortaya atilan bu
kavram, sosyal paylasimlarin biiyiik bir kisminin halka acik olmayan kanallarda (WhatsApp,
Telegram, DM, E-posta) gerceklestigini ifade eder. Sosyal dinleme araglari, gizlilik yasalari
geregi bu karanlik alani izleyemez. Bu durum, markalar i¢in devasa bir veri kor noktasi
olusturur. Bu kor nokta, PR profesyonelleri i¢in sadece eksik veri anlamina gelmez; ayni
zamanda krizlerin kulugka evresini kacirmak demektir. Tiiketicilerin markalar hakkindaki en
samimi ve filtresiz diisiincelerini paylastiklar1 bu alanin izlenememesi, goriiniirde sessiz bir
ortam algis1 yaratabilir. Ancak bu durum, perde arkasinda biiyiik bir itibar firtinasinin
kopmakta oldugu gergeginin gdzden kacirilmasi riskini beraberinde getirir. Dolayisiyla sadece

acik veriye dayal stratejiler, tiikketici davraniginin tamamini yansitmayabilir.

Mikro hedefleme ise, dijital iletisimin merkezinde yer alan ve biiyiik veri analizine dayanarak
belirli demografik ve psikografik 6zelliklere sahip kiigiik gruplara odaklanan bir stratejidir.
Geleneksel kitle iletisiminin "herkese tek mesaj" anlayisinin aksine mikro hedefleme, "dogru

kisiye, dogru zamanda, dogru mesaj1" iletme prensibine dayanir.

Ancak etkililigin sinirlar1 iizerine yapilan aragtirmalar, ilging bir paradoksu ortaya koymustur.
Tappin vd. (2023) tarafindan yiiriitiilen bir ¢alisma, tek bir nitelige (6rnegin parti iiyeligi)
dayali hedeflemenin ikna kabiliyetini artirabildigini; ancak ideoloji, yas veya ahlaki degerler
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gibi birden ¢ok nitelige dayal1 asirt mikro hedeflemenin, marjinal faydasinin diisiik oldugunu
gostermistir. Bu bulgu, asir1 veri toplamanin getirdigi yliksek etik maliyet ve gizlilik riski

karsisinda, stratejik geri doniislerin sinirli kalabilecegine isaret etmektedir.

Mikro hedefleme siireci, bireylerin kisisel verilerinin kapsamli sekilde toplanmasini gerektirir.
Bu durum bireysel mahremiyeti tehdit edebilir ve c¢evrim i¢i manipiilasyon riski yaratir

(CIPIT, 2020). PR profesyonelleri, etkili iletisim ile etik sorumluluk arasinda zorlu bir denge

kurmak zorundadir.

Tablo 3: Sosyal Dinleme ve Mikro Hedeflemenin Karsilastirilmasi

Boyut Sosyal Dinleme (SL) Mikro Hedefleme (MT)
Kullanilan Veri Agregasyon halindeki halka agik Bireysellestirilmis psikografik, davranigsal ve
konugmalar, duygu skorlari, trendler, y 3 3 psikog ’ $

Tipi

anahtar kelimeler (Kim, 2020).

demografik veriler.

Algoritmik segmentasyon, hedefli dagitim,

Operasyonel Gergelf zamat .h IZI? me, trend tespiti, i¢gbrii kigisellestirilmis mesaj sunumu (Eylem/ikna)
Mekanizma analizi (Analitik/Go6zlem).
(Abrahamsson, 2019).

- e S ... | Marka sadakati, yliksek doniisiim, siyasi/ticari

PR Ciktist f)tl?ﬁ;iza};ogiﬁml’ kriz - Gnleme, - igerik davranig manipiilasyonu (Aradau ve Blanke,
p yonu. 2022).

Baslica Etik Giiriiltii/Sinyal ayrimi zorlugu; mahremiyet | Bireysel ozerkligin tehdit edilmesi;
Rissk sinirlarmin  ihlali  (halka agik olmayan | dezenformasyonun o6zel kitlelere yayilmasi

veriye kayma). (CIPIT, 2025).
Teorik Baglam Pazarlama zekasi, kamuoyu nabzini tutma | Algoritmik ikna, sosyal miithendislik teknikleri

(Lies, 2019).

(Lies, 2019).

3.3. Veri Tabanh PR Uygulama Dongusii

Veri tabanli halkla iligkiler, rastgele bir veri toplama faaliyeti olmayip disiplinli bir
metodolojik siirectir. Literatlirdeki en iyi uygulamalar incelendiginde, basarili bir veri odakli
PR kampanyasinin "5 Adimli Dongiisel Model" (5-Step Cyclical Model) iizerinden
kurgulandig1 goriilmektedir (Wiencierz ve Rottger, 2017; Macnamara, 2018).

e Tammlama (Definition): Siireg, veriden Once is hedefinin tanimlanmasiyla baslar. "Hangi
sorunu ¢dzmeye ¢alistyoruz?" ve "Hangi veri bu sorunun cevabini barindirtyor?" sorulari,

veri ¢Opliigiine dliismeyi engeller.

e Veri Toplama ve Hijyen (Data Collection ve Hygiene): 1lgili verilerin (sosyal medya, web
trafigi, anketler) etik ve yasal sinirlar i¢inde toplanmasidir. Burada Veri Hijyeni kritiktir;

hatali, miikerrer veya sahte (bot) verilerin temizlenmesi, analizin dogrulugu i¢in sarttir.

o Analiz ve I¢gérii (Analysis ve Insight): Temizlenen verinin, NLP ve makine dgrenmesi
araglartyla islenerek anlamli bilgiye doniistiiriilmesidir. Veri "ne oldugunu" sdyler, i¢gorii

ise "neden oldugunu" aciklar.
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o Stratejik Eylem (Strategic Action): Elde edilen i¢goriiniin iletisim stratejisine, igerik
planina veya kriz miidahalesine doniistiiriilmesi asamasidir. Veri, eyleme doniismedigi

surece sadece bir istatistiktir.

o Olgiimleme ve Optimizasyon (Measurement ve Optimization): Eylemin sonuglarmin
Barcelona Ilkeleri 3.0'a gére 6lciilmesi ve elde edilen verilerin bir sonraki déngii i¢in girdi
olarak kullanilmasidir. Bu asama, PR'1 statik bir kampanya olmaktan ¢ikarip dinamik bir

stirece doniistiirtir.
3.3.1. Vaka incelemeleri: Verinin Karanlik ve Aydinlik Yiizii

Veri odakli halkla iligkilerin potansiyeli ve riskleri, birbirine zit iki vaka iizerinden
somutlagtirilabilir: Manipiilasyonun simgesi olan Cambridge Analytica ve veri odakl1 kiiltiirel

bag kurmanin 6rnegi olan Netflix.

Veri tabanli PR ve mikro hedefleme tekniklerinin etik sinirlari agtiginda nasil bir demokrasi
silahina doniisebileceginin en carpici 6rnegi, Cambridge Analytica skandalidir. Bu vaka, PR

ve siyasal iletisim tarihinin en biiylik etik kirilma noktasidir (Cadwalladr, 2018).

Sirket, Facebook tizerinden milyonlarca kullanicinin verisini izinsiz toplayarak, se¢cmenleri
sadece demografik ozelliklerine gore degil; "Bes Biiylik Faktor Kurami" (Big Five / OCEAN)
olarak bilinen kisilik modeline gore profillemistir. Bu model; Aciklik, Sorumluluk,
Disadoniikliik, Uyumluluk ve Nevrotiklik 6zelliklerine dayanir (Isaak ve Hanna, 2018).
Sirket, 6rnegin "nevrotik" (yliksek kaygili) kisilik 6zelligine sahip se¢gmenlere, rasyonel
politika vaatleri yerine; gd¢gmenlerin sug isledigine dair korku uyandiran, manipiilatif gorseller
("karanlik reklamlar") gostermistir (Kaiser, 2019). Bu strateji, PR'iIn mesru ikna islevini
asarak, bireyin zaaflarin1 somiiren bir manipiilasyon siirecine doniigmiistiir. Sonug olarak,

demokratik siiregler zarar gdrmiis ve Facebook milyarlarca dolar deger kaybetmistir.

Cambridge Analyticanin aksine, Netflix veri odakli PR'in olumlu ve yapici kullanimi igin
giiclii bir ornektir. Netflix, kullanicilarin izleme verilerini (ne zaman durdurdu, neyi tekrar
izledi, hangi tiirli seviyor) hem igerik dnermek hem de topluluk yonetimi ve marka iletisimi
saglamak amaciyla kullanir (Gomez-Uribe ve Hunt, 2016). Netflix PR ekibi, "House of
Cards" veya "Stranger Things" gibi dizilerin pazarlamasinda, farkli kitle segmentlerine
(6rnegin; romantik film sevenlere dizideki ask hikayesini, gerilim sevenlere ise gizem
unsurunu One c¢ikaran) farkli fragmanlar sunarak mikro hedeflemeyi seffaf ve kullanici
yararina kullanir. Daha 6nemlisi, sosyal medyada kullanicilarin verilerinden elde ettigi ortak

kiiltiirel kodlar1 kullanarak samimi bir marka dili gelistirir. Bu yaklagim, veriyi bir gozetim
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araci olarak degil, hedef kitleyle ayn1 dili konugmak ve ortak deneyim yaratmak i¢in bir arag
olarak konumlandirir. Bu da veri odakliligin, etik sinirlar i¢inde kalindiginda marka sadakatini

ve kiiltiirel ilgililigi nasil artirdiginin kanitidir.
3.4. Karsilastirmali Hukuk Analizi ve Etik Cergeve

Veri tabanli halkla iligkiler uygulamalarinin mesruiyeti, kiiresel ve yerel diizenleyici
cercevelere tam uyum saglamasina baghdir. Bu alandaki hukuki sinirlar, stratejik hedeflerle

yasal zorunluluklar arasinda stirekli bir gerilim yaratmaktadir.

Avrupa Birligi'nin Genel Veri Koruma Yodnetmeligi (GDPR), kiiresel capta en kati gizlilik
yasasidir. GDPR'!n (Regulation EU 2016/679) 5. maddesi, PR profesyonellerini en ¢ok
zorlayan "Veri Minimizasyonu" ilkesini getirir. GDPR, toplanan verilerin "amag i¢in gerekli
olanla siirli tutulmasint" sart kosar (GDPR.eu, 2016). Oysa modern PR'in stratejik hedefi
olan hiper-kisisellestirme, olabildigince ¢ok ve cesitli veri toplamay1 gerektirir. Bu durum,
hukuk departmanlar ile pazarlama/PR departmanlar1 arasinda yapisal bir ¢atisma yaratir. Bu
durum, modern halkla iligkiler pratigi i¢cin keskin bir stratejik paradoks olusturmaktadir.
Sektor, bir yanda algoritmalar1 beslemek i¢in duyulan daha fazla veri agligi, diger yanda ise

hukukun ve etigin dayattig1 daha az veri zorunlulugu arasinda sikismistir.

Tiirkiye'de ise 6698 sayili Kisisel Verilerin Korunmasi Kanunu (KVKK), benzer bir koruma
saglar. KVKK'nin operasyonel acidan en zorlu kavrami "Ac¢ik Riza"dir (Ertekin, 2022). Veri
tabanli PR, genellikle kullanicilarin farkinda olmadan biraktiklar: dijital ayak izlerini isledigi
icin, "acik riza" sartinin saglanmasi zordur. Kullanicilarin uzun ve karmasik "Aydinlatma
Metinleri"ni okumadan onaylamasi, rizanin hukuken gecerli olsa da etik acidan

bilgilendirilmis olup olmadig1 tartismasini dogurur (Dilsiz, 2021).

Hukuki uyumun 6tesinde, etik bir durus sergilemek kurumsal itibarin sigortasidir. Asagidaki

tablo, temel veri etigi prensiplerini ve bunlarin PR uygulamalarindaki karsiliklarin

Ozetlemektedir:
Tablo 4: Veri Etigi Prensipleri ve PR Uygulamasina Yansimast
- Tanim ve Yasal Dayanak . Risk Azaltma
Etik Ilke (GDPR/KVKK) Veri Odakli PR Uygulamasi Mekanizmasi
Veri toplama amaglari ve Sgsyal dinleme kap SAMININ VE 1 gt etici giivenini
. mikro hedefleme kriterlerinin o1
YZ kullaniminin agikga ifsa .. . . korumak, ortiilii
Seffafhik . . ) netlestirilmesi; YZ ile .
edilmesi (WB, 2021; olusturulan icerigin manipiilasyonu
PRSA, 2023). us serig engellemek.
etiketlenmesi.
Kisisel verilerin korunmas1 | Ozel konusmalarin Hukuki yaptirimlardan
Gizlilik ve sadece kamuya agik dinlenmesinden kaginma; kacinma (GDPR para
verilerin dinlenmesi (World | toplanan verilerin giivenligini | cezalar1) ve mahremiyet
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Bank, 2021). artirma (hackleme riskine hakkini saglama
kars1) (CIPIT, 2025) (GDPR.eu, 2025).
Algoritmik hedefleme
. ; . Toplumsal fayda ve
Algoritmalarin ayrimci kriterlerinin ve sonuglarinin esitlizi destekleven
Adillik/Tarafsizhik | veya esitsiz sonuglar diizenli olarak denetlenmesi; eoItie LY
4 . .. iletigim stratejileri
dogurmaktan kaginmasi. etik ¢ergevenin dikkate
olusturma.
alimast.
YZ giidiimlii stratejik

kararlarin izlenmesi; olumsuz
demokratik etkilerin kabulii
ve diizeltilmesi (Orn.
dezenformasyon riski)

(Bradshaw ve Howard,
2019).

PR profesyonellerinin
eylemlerinden ve veri
isleme sonuglarindan

sorumluluk almasi.

Profesyonel biitiinligii ve

Hesap Verebilirlik mesleki itibari siirdiirme.

Veri tabanli halkla iligkilerin gelecegi, Yapay Zekd (YZ) ve insan uzmanligmin yeniden
tanimlanan rolleri etrafinda sekillenmektedir. Teknoloji, insan1 ikame etmekten ziyade, onun

yeteneklerini artiran bir Artirilmis Zeka (Augmented Intelligence) olarak konumlanmaktadir.

YZ, biiyiik veri setlerini analiz ederek "Ongoriicii PR" (Predictive PR) donemini baslatmistir.
Bu yaklasim, krizleri olduktan sonra yonetmek (reaktif) yerine; veri trendlerini analiz ederek
kriz olasiliklarint 6dnceden tahmin etmeyi (proaktif) saglar (PRSA, 2023). Ancak teknolojik
ilerlemeye ragmen, insan uzmanliginin rolii vazgecilmezligini korumaktadir. Déngiideki Insan
(Human-in-the-Loop) yaklasimi, algoritmik c¢iktilarin etik ve stratejik siizgecten gecirilmesi
icin zorunludur. Insan stratejistler; giivenilirlik, yaraticilk, empati ve karmasik etik
muhakeme yetkinliklerinin yani sira, paydaglarla samimi iliski kurma becerisini de

tekellerinde tutmaya devam edeceklerdir.
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DORDUNCU BOLUM

ALGORITMIK FILTRELER VE YANKI ODALARI: DiJiTAL ALGININ YENI
SINIRLARINDA KAMUOYU iNSASI

4.1. Algoritmik Filtreler ve Yanki Odalari Kavrami

Dijital teknolojilerin bas dondiiriicii gelisimi, kamuoyunun olusum siireclerini ve toplumsal
iletisim dinamiklerini koklii bir bigimde degistirmistir (Castells, 2009). Geleneksel medya
araclarinin yerini alan yeni iletisim teknolojileri, bireylerin bilgiye ulagma pratiklerini
doniistiirerek katilimer bir kiiltiiriin 6niinii agmistir (Jenkins, 2006). Ge¢miste editdrlerin ve
gazetecilerin esik bekgisi olarak siizgecinden gecen bilgi akisi, giiniimiizde artik karmasik
matematiksel formiillerin ve algoritmalarin denetimine girmistir (Just ve Latzer, 2017,

Shoemaker ve Vos, 2009).

Algoritmik filtreler ve yanki odalari, dijital iletisim ekosisteminin temel yapi1 taslari haline
gelmistir. Bu kavramlar bireylerin bilgiyle kurdugu iliskiyi yeniden tanimlamaktadir
(Sunstein, 2017). Internet ortamindaki devasa veri yiginlari arasinda kullanicilarin
kaybolmasint 6nlemek ve bilgi yliklemesini yonetmek amaciyla gelistirilen bu sistemler,
zamanla belirleyici bir gii¢ kazanmistir (Roetzel, 2019). Artik yalnizea igerigi diizenlemekle
kalmamakta, ayn1 zamanda kullanicilarin gerceklik algisini da sekillendirmektedir (Bucher,
2017). Bu baglamda, mekanizmalarin teknik isleyisi, teorik temelleri ve bilgi ekosistemi

uzerindeki etkilerinin irdelenmesi elzemdir.

Algoritmik filtreler, ¢evrimigi ortamda kullanicilarin karsilastigi icerik akisini diizenleyen ¢ok
katmanli ve karmasik sistemlerdir. Bu yazilimsal mimariler, bir kullanicinin dijital ayak
izlerini stirekli olarak takip eder. Bu sistemler; kullanicinin gegmis tercihlerini, tiklama
davraniglarint ve bekleme siirelerini analiz etmektedir. Ayrica begeniler, paylasimlar ve
yorumlar gibi sosyal medya etkilesimleri de detayli bir incelemeye tabi tutulur. Toplanan
biiylik veri dogrultusunda her kullanici i¢in benzersiz bir profil olusturulur ve bu profil
aracilifiyla hangi iceriklerin ilgili kisiye daha sik gosterilecegi belirlenir. Temel amag,
kullanicinin platformda gecirdigi siireyi uzatmaktir. Reklam gelirlerini artiran paylasim

optimizasyonu bu siirecin merkezinde yer almaktadir (Reviglio ve Agosti, 2020).

S6z konusu siire¢ literatiirde Pariser (2011) tarafindan "Filtre Balonu" (Filter Bubble)
kavramiyla agiklanmigtir. Pariser'e gore algoritmalar, bireyleri kisisel tercihlerine uygun,

konforlu ancak izole bir bilgi evrenine hapsetmektedir. Bu durum entelektiiel bir korliik ve
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izolasyon yaratirken, kullanicilar kendilerine sunulanin evrensel gerceklik oldugunu diistinme
egilimine girerler. Oysa gercekte, yalnizca kendi goriislerinin yansimasint gérmektedirler.
Pratikte bu mekanizma kullanicilart sinirli bakis acilarina maruz birakir ve sonug olarak

1

sosyal medya platformlarinda "yanki odalar1" ve "bilgi baloncuklar1" olarak adlandirilan

kapal1 devre iletisim ortamlar1 olusur (Interian vd., 2023).

Ekonomik kazang elde etme ve kullanici etkilesimini artirma amaci gliden bu filtrelerin,
demokratik normlar1 ihlal edebilecegi yoniinde ciddi akademik endiseler bulunmaktadir
(Sunstein, 2017). Sosyal medya kullanicilar1 i¢in bilgi ekosistemi giderek daha karmagik ve
bulanik bir yapiya biirlinmektedir. Neyin dogru bilimsel bilgi, neyin ise kasith bir yanls
bilgilendirme (dezenformasyon) oldugunu ayirt etmek zorlagmistir. Kasith {iiretilen yalan
haberler ile gercek bilginin i¢ ige gegcmesi, kullanicilarin bu igerikleri saglikli bir sekilde
degerlendirmesini ve filtrelemesini giiclestirmektedir. Bu durum toplum genelinde bilimsel
konulardaki yanlis bilgilerin hizla yayilmasina neden olurken, hurafe niteligindeki veriler ve

komplo teorileri bilimsel gergeklerin yerini alabilmektedir (Tufekei, 2017).

Bu baglamda algoritmik filtrelerin isleyisindeki seffaflik eksikligi biiyiik bir sorun teskil
etmektedir. Akademik literatiirde "Kara Kutu" olarak adlandirilan bu sistemlerin karar alma
stirecleri disaridan gozlemlenememektedir. Bu belirsizlik, algoritmik filtrelerin sorumlulugu
lizerine tartigmalar1 alevlendirmistir. Konu hem akademik literatiirde hem de toplumsal
diizeyde 6nemli bir giindem maddesi haline gelmistir. Reviglio ve Agosti (2020), bu durumu
"algoritmik egemenlik" olarak tanimlamakta ve kullanicilarin kendi veri akislar lizerindeki

kontrollerini kaybettiklerini savunmaktadir.

Algoritmik filtreler, bireylerin ¢evrimici deneyimlerini sekillendiren en dnemli araglar olarak
karsimiza ¢ikmaktadir. Bu araglar, sosyal medyanin toplumsal kutuplagsma iizerindeki etkisini
tesadiifi olmaktan c¢ikarip sistematik hale getirmektedir. Filtreler, belirli igeriklerin
kullanicilarin  6niine Oncelikli olarak ¢ikmasimi saglarken, alternatif bakis acilarim
filtreleyerek engellemektedir. Bdylece bilgi smirlayici, tek sesli ve homojen ortamlar
yaratilmaktadir (Schmalenbach vd., 2023). Tufekci (2017), bu algoritmik yapilarin bilgi
akisint  degistirmekle kalmayip; toplumsal hareketlerin ~ Grgilitlenme  bigimini  de

doniistlirdiigiinii vurgulamaktadir.

Algoritmik filtreleme mekanizmalar1 her kullaniciya kisiye 0Ozel bir gergeklik sunar.
Kullanicilarin ilgi alanlarina gore ozellestirilmis bu igerikler, bireylerin mevcut inanglarini
sorgulamasini engellemektedir. Aksine, belirli bakis acilarini pekistiren yanki odasi (echo

chamber) yapilarini insa etmektedir. Sunstein (2017), bu durumu demokrasinin temeline
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yonelik bir saldir1 olarak nitelendirir. Sunstein'a gore, ortak deneyimlerin ve tesadiifi
karsilagmalarin kayboldugu bir toplumda demokratik miizakere imkansiz hale gelmektedir.

Farkli fikirlerin kargilagsmadigi bir ortamda uzlasi kiiltiirlinlin varligindan s6z etmek giictiir.

Siyasi tartigmalar arttk meydanlardan veya meclislerden ziyade biiylik oOlgiide dijital
ortamlarda gerceklesmektedir. Bu donemde algoritmalarin tarafli bilgilere erisimi artirdigi
goriilmektedir (Just ve Latzer, 2017). Bilgi kirliligi ve tarafl1 igerikler bir viriis gibi yayilarak
kamuoyunun sekillenmesine dogrudan katkida bulunmaktadir. Arka planda sessizce ¢alisan bu
sistemler etkilerini toplumun geneline yaymakta, sonu¢ olarak kutuplagma derinlesmektedir.
Toplumsal uzlagi zeminlerinin yok olmasi demokratik normlar:1 tehdit altina almaktadir
(Sunstein, 2017). Bu olgu, sosyal medya kullanicilarinin diisiince aligverisini zayiflatmakta ve

kamusal alanda saglikli bir tartigma ortamini baltalamaktadir (Tucker vd., 2018).
4.2. Platform Mimarileri: Sosyal Grafikten ilgi Grafigine

Yanki odalar1 her platformda ayni sekilde olusmamaktadir. Platformlarin teknik mimarisi ve
algoritma mantig1, bilginin yayilim hizin1 ve kutuplagsma derecesini belirleyen temel
faktorlerdir. Facebook ve kismen X (Twitter), kullanicilarin "kiminle arkadas oldugu" veya
"kimi takip ettigi" verisine dayanmaktadir. Bu yapiya "Sosyal Grafik" (Social Graph) adi
verilir. Burada yanki odalari, bireyin kendi sosyal ¢evresinin bir yansimasi olarak gelisir.
Kullanicilar genellikle kendilerine benzeyen, ayni siyasi goriise veya sosyo-ekonomik statiiye

sahip kisileri eklerler ve algoritma bu sosyal ag i¢indeki popiiler icerikleri 6ne ¢ikarir.

Bu tiir platformlarda yanki odalarinin olusumu daha yavas seyretmekle birlikte daha kalicidir.
Giiven iligkisi lizerine kurulu oldugu i¢in, arkadastan gelen bilgiye inanma egilimi yiiksektir.
Mayerhoffer vd. (2024), bu tiir aglarda alternatif haber kiitiiphanelerinin olustugunu
belirtmektedir. Belirli gruplar kendi iclerinde kapali devre bir haberlesme agi kurarak dis
diinyadan soyutlanirlar. Bu durum, yanlis bilginin grup kimliginin bir pargasit haline

gelmesine neden olabilmektedir.

TikTok ve Instagram Reels gibi yeni nesil platformlar ise "llgi Grafigi" (Interest Graph)
prensibiyle calismaktadir. Burada kullanicinin kimi takip ettiginden ¢ok, hangi icerikle ne
kadar siire etkilesime girdigi Onem tasir. Algoritma, kullanicinin izleme aligkanliklarini
milisaniyeler i¢inde analiz etmektedir. Medina Serrano vd. (2020), TikTok algoritmasinin
siyasi icerikleri nasil viral hale getirdigini incelemistir. Arastirma, kullanicilarin bilingli bir
tercih yapmasalar bile, algoritmanin onlar1 ¢ok kisa siirede belirli bir siyasi goriisiin yanki

odasina hapsettigini gdstermektedir. TikTok'taki "Sizin I¢in" (For You) sayfasi, kullaniciy:
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siirekli olarak ilgisini ¢ekecek iceriklere maruz birakmaktadir. Bu durum, hizlandirilmis

radikallesme riskini dogurur.

Kullanicilar, iletisim agaglar1 olusturarak mesajlarin1 platformun algoritmasini manipiile
edecek sekilde yaymaktadir (Medina Serrano vd., 2020). Bu platformlarda igerik ireticileri,
algoritmanin sevdigi formatlarda (kisa, vurucu, duygusal) icerik iireterek yanki odalarinin
duvarlarmi kalinlastirir.  Reviglio ve Agosti (2020), bu algoritmik tercihlerin sosyal

esitsizlikleri de pekistirebilecegini vurgulamaktadir.

Tablo 5: Sosyal Grafik ve Ilgi Grafigi Tabanli Platformlarin Kutuplasma Dinamikleri

ao Sosyal Grafik (Orn: Facebook, flgi Grafigi (Orn: TikTok, Instagram
Ozellik X
LinkedIn) Reels)

. -~ "Kimi Tantyorsun?" " . . oN (Fraril ] agir
Baglant1 Tiirii (Arkadashik/Takip) Neyi Seviyorsun?" (Igerik Tiketimi)
Veri Kaynagi Beyan edilen sosyal ag, iligkiler. Izleme siiresi, tekrar izleme, kaydirma hizi.
Yanki Odas1 Yavas ve Kararli (Sosyal ¢evreye - oo
Olusumu dayal). Hizli ve Gegici (Anlik ilgiye dayal1).
Viralite Hiz1 Orta (Ag icinde yayilim). Cok Yiiksek (Tanimadigin kitlelere aninda

ulagim).
Manipiilasyon Riski Quyemlen arkadastan gelen yanlis Duygusal/Sansasyonel igerigin hizla
bilgi. pompalanmasi.

Sosyal kutuplagsma dijital ¢cagin en belirgin toplumsal sorunlarindan biri haline gelmistir.
Algoritmalarin filtreledigi icerikler bireyleri belirli kamplara ayirmakta, bu durum toplumun
ortak paydada bulusmasini zorlastirmaktadir. Kutuplagma, siyasi sinirlar1 asarak toplumsal

dokuda kiiltiirel ve ahlaki bir kopusa neden olmaktadir.

Sosyal kutuplagsma, bireylerin ve gruplarin fikir ayriliklart nedeniyle keskin ¢izgilerle
ayrigsmasidir. Gruplarin birbirlerinden uzaklasarak karsit goriislere tahammiilsiiz hale
gelmelerini ifade eden bu sosyolojik olgu, dijital platformlar araciligiyla hiz kazanmaktadir.
Bireylerin yanki odalarina goniillii olarak girmesi Festinger’in (1957) "Biligsel Celigki" ve
"Secici Maruz Kalma" (Selective Exposure) teorileriyle aciklanabilir. Bireyler, mevcut
inanglariyla celisen bilgilerden rahatsizlik duyarlar (biligsel geliski) ve bu nedenle, sadece
kendi goriislerini dogrulayan igeriklere yonelirler (secici maruz kalma). Algoritmalar ise bu
psikolojik egilimi tespit ederek siirekli beslemektedir. Ozellikle algoritmik filtreler bu siiregte
katalizor gérevi goriir. Bireyleri benzer goriislere sahip olanlarla sanal kiimelerde bir araya
getiren sistemler (Arruda vd., 2023), yanki odalar1 olusturarak alternatif fikirlerin
tiiketilmesini engeller. Bu siire¢ toplumsal ayrigmay1 artirmakta ve kamusal goriisiin saglikli

sekillenmesini olumsuz etkilemektedir (Cinelli vd., 2021).
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Sosyal kutuplagsma gilintimiizde pek ¢ok faktoriin bileskesi olarak ortaya ¢ikmaktadir. Bunlarin
basinda algoritmalarin yonlendirdigi bilgi akiglar1 gelmektedir. Sunstein (2017), sosyal medya
ortamlarinin birer bilgi smirlayici islev gordiigiinii vurgulamaktadir. Bu durum Noelle-
Neumann’in (1974) "Suskunluk Sarmali" teorisinin dijital bir versiyonunu yaratir. Dijital
ortamda hakim goriisiin veya yanki odasindaki ¢ogunlugun baskisi altinda kalan bireyler,
dislanma korkusuyla sessizlesmektedir. Ling kiiltiirii korkusuyla farkli fikirler dile getirilemez
hale gelirken, algoritmalarin 6ne ¢ikardigi goriisler toplumun tamaminin goriisiiymiis gibi

algilanmaktadir.

Bucher (2017) teknolojinin ¢ift yonlii dogasina dikkat ¢eker ve algoritmalarin hem birlestirici
hem de ayrigtirict sonuglar yaratabilecegini belirtir. Ancak mevcut is modelleri genellikle
ayristirict  (kutuplastirict) igerikleri tesvik etme egilimindedir. Cilinkii O6tke ve tartigma,
etkilesimi artiran en giicli duygulardir. Kullanicilar algoritmalar aracilifiyla yalnizca

ilgilendikleri igeriklere maruz kalmakta ve karsit goriislerden tamamen uzaklagmaktadir.
4.3. Manipulasyon, Giindem Belirleme ve Vaka incelemeleri

Dijital platformlar, glindem belirleme giiclinii geleneksel medyanin elinden almistir. Artik
neyin Onemli olduguna editdrler degil algoritmalar karar vermektedir. Bu durum
manipiilasyon tekniklerinin de evrim gecirmesine neden olmustur. Kullanic1 davraniglarim
yonlendirmek i¢in veri odakli, psikolojik profillemeye dayali stratejiler kullanilmaktadir.
Manipiilasyon ve giindem belirleme konusu dijital platformlarin giiciinii anlamak i¢in kritik

bir ¢ercevedir.

Algoritmalar kullanicilarin davraniglarimi fark ettirmeden yonlendirme kapasitesine sahiptir.
Sosyal medya platformlar1 veri odakli kisisellestirme yoOntemlerini kullanmakta ve bu
yontemlerle kullanicilar iizerinde asir1 manipiilasyon yapma potansiyeli tasimaktadir
(Reviglio ve Agosti, 2020). Dijital manipiilasyonun en etkili araclarindan biri mikro-
hedefleme teknigidir. Bu teknik, biiyiilk veri analizi kullanilarak bireylerin psikolojik
profillerinin ¢ikarilmasini igerir. Siyasi mesajlar veya reklamlar, kisinin korkularina,
zaaflarina ve arzularina gore 6zel olarak tasarlanir. Mesaj sadece o kisiye gosterildigi i¢in

kamusal denetimden kagirilabilmektedir.

Algoritmik manipiilasyonun en carpici 6rnegi Cambridge Analytica skandalidir. Bu olayda,
milyonlarca Facebook kullanicisinin verisi izinsiz olarak toplanmistir. Woolley ve Howard
(2018), algoritmalar ve otomasyon kullanilarak kamuoyunun kasith olarak yonlendirilmesini

"hesaplamali propaganda" (computational propaganda) olarak tamimlamaktadir. Sirket,
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kullanicilarin kisilik 6zelliklerini analiz ederek onlar1 kategorize etmistir. Ardindan, kararsiz
veya manipiilasyona acik se¢menlere korku ve endise tetikleyici 6zel icerikler gdstermistir.
Bu vaka, yanki odalarinin sadece kendiliginden olusmadigini, ayn1 zamanda bir miihendislik
projesi olarak inga edilebilecegini kanitlamigtir. Kullanicilar, kendi diinya goriislerini
dogruladigin1 sandiklar1 igeriklerin aslinda onlar1 yonlendirmek i¢in tasarlanmis iicretli

reklamlar oldugunu fark edememistir.

Ikinci 6nemli vaka, COVID-19 pandemisi sirasinda yasanan "infodemi" (bilgi salgini)
stirecidir. Just ve Latzer (2017), algoritmalarin gercekligi insa etme giicliniin kriz
donemlerinde nasil kritik bir rol oynadigini teorik olarak temellendirmektedir. As1 karsitligt
veya virlislin kdkenine dair komplo teorileri, algoritmalarin etkilesim odakli yapisi nedeniyle
hizla yayilmistir. Yanki odalari i¢inde sikisan bireyler, bilimsel otoritelerin uyarilarina degil,
kendi gruplarindaki kanaat Onderlerinin paylasimlarina glivenmistir. Algoritmalar, as1
konusunda tereddiit yasayan bir kullaniciya siirekli as1 karsit1 igerikler 6nermistir. Bu durum
secici maruz kalma ve dogrulama yanliligi mekanizmalarini en u¢ noktaya tasimis; sonug

olarak, dijital manipiilasyon halk sagligin1 dogrudan tehdit eden bir boyuta ulagsmistr.

Dijital manipiilasyon teknikleri her gegen giin gelismektedir. Otomatik ajanlarin (botlarin) ve
trol ordularinin rolii artmaktadir (Makhortykh vd., 2022). Woolley ve Howard (2018),
otomatik hesaplarin siyasi tartigmalari nasil domine ettigini ve yapay bir popiilarite algist
yarattigini ortaya koymaktadir. Trollerin {irettigi yalan haberler veya kiskirtict yorumlar,
algoritmalar sayesinde saniyeler i¢inde binlerce kisiye ulasabilmektedir. Bu durum, yanki
odalarindaki bilgi kirliligini geri dondiiriilemez bir noktaya tasiyabilir. Hakikat sonras1 (post-
truth) cagin bu evresi, demokratik siireglerin  biitiinliigli acisindan ciddi riskler

barindirmaktadir.

Manipiilasyon riskleriyle birlikte toplumsal orgiitlenme ve aktivizm imkanlarini da barindiran
dijital platformlarda, isleyisin temel dinamikleri algoritmalar tarafindan sekillendirilmektedir.
Algoritmalar toplumsal hareketlerin seslerini duyurabilmesi i¢in ¢ift ucu keskin bir kilig
niteligindedir. Bir yandan, hashtag (#) aktivizmi sayesinde yerel bir sorun dakikalar i¢inde
kiiresel bir glindeme doniisebilirken, diger yandan algoritmalar aktivizmi bir etkilesim
metasina doniistiirme egilimindedir. Tufekei (2017), "networked protests" (aglasmis
protestolar) kavramiyla bu durumu analiz eder. Ona gore dijital aktivizm hizlica biiyiiyebilir

ancak orgiitlenme kaslar1 zayiftir.

Algoritmalar, kullanicilar1 derinlemesine bir baglilik yerine yiizeysel etkilesimlere (begeni,

retweet) tesvik etmektedir. Bu durum literatiirde Slacktivism (tembel/koltuk aktivizmi) olarak
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adlandirilir. Bireyler, bir paylasimi begenerek veya paylasarak vicdani sorumluluklarini yerine
getirdiklerini diistinmektedir. Mayerhoffer vd. (2024), bu yiizeysel katilimin yanki odalari
icinde gii¢lii bir giiriiltii ¢ikardigini, ancak gergek diinyada politika yapicilar iizerinde sinirlt
bir etki yarattigin1 belirtir. Algoritma, kullaniciya sadece kendi goriistinii destekleyen aktivist

icerikleri gdstererek onu davaya hizmet ettigi yanilsamasina hapsetmektedir.
4.4. Dijital Yanki Odalarindan Cikis Yolu Olarak Etik, Hukuk ve Okuryazarhk

Dijital ¢agin getirdigi sorunlarin ¢oziimii, teknolojik dnlemlerle siirli kalmayip; hukuksal ve
egitsel adimlar1 da zorunlu kilmaktadir. Algoritmik egemenligin yarattig1 sorunlar karsisinda
kullanicilarin, platformlarin ve devletlerin alabilecegi dnlemler bulunmaktadir. Glinlimiizdeki
sosyal kutuplasmay1 hafifletmek icin algoritmalarin seffaflig1 atilacak ilk adimdir. Reviglio ve
Agosti (2020), algoritmik egemenlik kavramina kars1 seffafligin 6nemini vurgular. Bireylerin
neden belirli bir igerigi gordiigiinii bilmesi gerekmektedir. "Bunu neden goriiyorum?"
sorusunun yaniti, kullaniciya net bir sekilde verilmelidir. Seffaflik ideolojik homojenligi

kirma potansiyeline sahiptir.

Bu baglamda yasal diizenlemeler hayati dnem tasimaktadir. Avrupa Birligi'nin Dijital
Hizmetler Yasas1 (Digital Services Act - DSA) gibi diizenlemeler, platformlarin algoritmik
isleyislerini denetime agmasini zorunlu kilmaktadir. Sosyal medya platformlarinin igerik
seciminde tarafsizlik saglamak adina algoritmalar1 revize etmesi kritik bir adimdir
(Diakopoulos, 2015). Yasal diizenlemelerin yani sira kullanici egitimleri ¢6ziimiin
vazgecilmez bir pargasidir. Dijital okuryazarlik programlar1 yayginlastirilmali; kullanicilarin
manipiilasyon tekniklerini ve bot hesaplar1 fark etmesi saglanmalidir. Elestirel medya

okuryazarligi, bireyi algoritmik manipiilasyona kars1 koruyan en gii¢lii kalkandir.

Ayrica platform tasarimlarinin  degismesi gerekmektedir. Introna (2016), algoritmik
sistemlerde kullanic1 iradesinin ve retorik failigin yeniden kazanilmasi gerektigini
savunmaktadir. Pariser (2011) ve Sunstein (2017), kullanicilar1 sadece sevdikleriyle degil,
farkli ve cesitli goriislerle de karsilagtiracak, "serendipiteyi" (beklenmedik kesifleri) tesvik
eden tasarimlar1 dnermektedir. Bu stratejiler negatif izolasyon mekanizmalarini agmaya ve

toplumsal diyalogu yeniden kurmaya yardime1 olacaktir.
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BESINCi BOLUM

YAPAY ZEKA DESTEKLI HALKLA iLISKILER UYGULAMALARI

5.1. Halkla iligkiler Kuramlari ve Yapay Zeka

Iletisim teknolojilerinde yasanan bas dondiiriicii gelismeler halkla iliskiler disiplinini koklii
bir paradigma degisimine zorlamaktadir (Galloway ve Swiatek, 2018). Giiniimiizde
dijitallesme kurumlar i¢in yalnizca teknolojik bir ara¢ olmaktan ¢ikmis, varolussal ve stratejik
bir zorunluluk haline gelmistir. Bu yeni ekosistemde Yapay Zeka (YZ) destekli uygulamalar
modern iletisim stratejilerinin merkezine yerlesmis durumdadir. Geleneksel halkla iligkiler
anlayis1 tek yonlii ve statik mesaj iletiminden veriye dayali, dinamik ve dngoriiye dayali bir
yapiya evrilmektedir. Ozellikle sohbet botlar1 (chatbots), Ongoriicii analitik, igerik

otomasyonu ve kriz yonetimi gibi alanlar bahsi gegen doniisiimiin en somut gostergeleridir.

Sohbet botlar1 zaman ve mekan kisitlamalarini asarak miisterilere 7/24 anlik destek sunmakta,
marka erisilebilirligini artirirken kullanic1  deneyimini  kisisellestirilmis bir boyuta
tasimaktadir. Igerik {iretimi alanindaki iiretken yapay zekd sistemleri ise yaratici siireclere
ivme kazandirarak operasyonel verimlilige katki saglamaktadir. Sudhir ve Toubia’nin (2023)
belirttigi iizere bu sistemler igerik kalitesini yiikseltirken maliyetlerden tasarruf edilmesine
olanak tanimaktadir. Benzer sekilde kriz anlarinda kullanilan otomasyon sistemleri reaktif bir
savunma yerine proaktif bir yOnetim imkani sunmaktadir. Veri madenciligi sayesinde
potansiyel kriz sinyalleri heniiz patlak vermeden tespit edilebilmekte, boylece halkla iligkiler

meslegi sezgisel bir yapidan analitik bir disipline doniismektedir.

Halkla iligkiler alaninda yapay zeka, operasyonel verimliligi artiran bir asistan olmanin
Otesinde stratejik karar alma siireglerini destekleyen bir akil hocasi konumundadir. Dogal Dil
Isleme (NLP), goriintii isleme ve makine 6grenimi gibi teknolojiler bu déniisiimiin temelini
olusturmaktadir. Setoutah vd. (2024) tarafindan yapilan arastirmada YZ uygulamalarinin iki
yonllii asimetrik iletisimi gelistirerek miisteri ihtiyaglarinin derinlemesine anlasilmasini
sagladigma isaret edilmektedir. Ancak bu teknolojik entegrasyonun basaris1 hem teknik
altyapiya hem de insan kaynaginin yetkinligine baglhdir.

Tuffaha ve Perello-Marin’in (2022) insan kaynaklar1 yonetiminde yapay zeka adaptasyonu
iizerine yaptiklart calisma, teknolojik kabuliin orgiitsel kiiltlirle dogrudan iliskili oldugunu
ortaya koymaktadir. Benzer bir durum halkla iliskiler departmanlar i¢in de gegerlidir.

Teknolojiyi benimseyen kurumlar rekabet avantaji elde ederken direnen kurumlar paydas
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beklentilerini karsilamakta zorlanmaktadir. Teknolojinin benimsenme hizi kiiresel Olgekte
farkliliklar gostermekte ve gelismis ekonomilerde entegrasyon hizi olduk¢a yiiksek
seyretmektedir. Ancak dikkat c¢ekici olan, altyapt sorunlari yasayan bdlgelerde dahi
profesyonellerin yapay zekanin meslegi doniistiirecegine dair giiclii bir inanca sahip olmasidir

(Anani-Bossman vd., 2024).

Kamu sektoriinde tiretken yapay zekanin kullanimi seffaflik ve giiven insasi acisindan kritik
bir rol oynamaktadir. Lovari ve De Rosa (2025), kamu kurumlarinin vatandasla iletisimde YZ
kullanmasinin biirokratik stirecleri hizlandirdigini ancak makine ile muhatap olma hissinin
vatandas giivenini zedeleyebilecegini vurgulamaktadir. Toplumun yapay zekaya yonelik
cekinceleri genellikle medya temsilleri ve seffaflik eksikliginden beslenmektedir (Formulahti,
2025; Shabangu, 2024). Bu baglamda teknolojinin sorumlu ve etik gelisimi meslegin gelecegi

ve toplumsal mesruiyeti i¢in hayati onem tasimaktadir.

Yapay zeka uygulamalarinin pratige yansimasi halkla iligkilerin temel teorik yaklagimlartyla
sik1 bir iligki i¢indedir ve mevcut kuramlarin teknolojik baglamda yeniden yorumlanmasini
zorunlu kilmaktadir. Bitri vd. (2021) yapay zekanin halkla iligkiler teorilerine yeni bir
perspektif kazandirdigimi belirterek klasik kuramlarin dijitallesme ile hibrit modellere

doniistiiglinii savunmaktadir.

Sistem Teorisi, organizasyonlarin hayatta kalabilmek i¢in g¢evrelerine uyum saglamalari
gerektigini savunur. Yapay zekd organizasyonun c¢evresinden (hedef kitleden) gelen veriyi
isleme kapasitesini artirarak bu uyum stirecini optimize eder (Zerfass vd., 2020). Geri bildirim
dongiileri YZ sayesinde anlik hale gelmistir. Kurumlar g¢evresel degisimleri yapay zeka
destekli sosyal dinleme araglartyla analiz ederek sistemin dengesini daha hizli
koruyabilmektedir. Dolayisiyla YZ, acik sistemler olarak faaliyet gdsteren kurumlarin girdi
(input) alma ve cikt1 (output) iiretme siireglerini optimize eden en giiclii mekanizma olarak

degerlendirilmektedir (Wiesenberg vd., 2017).

Kent ve Taylor tarafindan gelistirilen Diyaloga Dayali Halkla iliskiler Teorisi, kurum ve
paydas arasindaki etkilesimi merkeze alir (Kent ve Taylor, 1998). Geleneksel web siteleri bu
diyalogu smirli diizeyde saglarken yapay zeka destekli sohbet botlar1 teoriyi ileri bir boyuta
tasimaktadir. Cortés-Cediel vd. (2023), e-devlet sohbet botlar1 iizerine yaptiklari ¢alismada bu
araclarin vatandag katilimini artirma potansiyelini vurgulamiglardir. Sohbet botlari
kullanighlik ve diyalogun siirdiiriilebilirligi ilkelerini otomatiklestirerek paydaslarin kuruma
her an ulasabilmesini saglar. Ancak diyalogun kalitesi botun dogal dil isleme yetenegine

dogrudan baglidir. Basarisiz bir bot deneyimi teorideki baglilik ilkesini zedeleyebilmektedir.
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Coombs’un Durumsal Kriz Iletisimi Teorisi (SCCT), krizin tiiriine gére en uygun yanit
stratejisinin seg¢ilmesini Onerir. Yapay zeka krizin tlirlinli saniyeler i¢inde analiz etme ve
sosyal medyadaki duygu durumu analizi ile krizin paydaslar {lizerindeki etkisini 6lgme
kapasitesine sahiptir. YZ bu verilere dayanarak SCCT matrisine uygun yanit taslaklarini
iletisimcilere sunabilmekte, bdylece teorinin ngoérdiigii hizli yanit ilkesi teknolojik olarak

miimkiin hale gelmektedir (Coombs, 2025).
5.1.1. Halkla iligkilerde Sohbet Botlari (Chatbots)

Sohbet botlari, iletisim kanallarinin dijital doniistimiinde basrolii oynamakta ve halkla iligkiler
profesyonellerinin paydaslarla etkilesimini insan miidahalesine asgari diizeyde ihtiyag
duyarak siirdiirmektedir. Rutin sorgularin yanitlanmasinda sagladigi hiz insan kaynaginin
daha stratejik alanlara yonlendirilmesine olanak tanir. Ancak uzmanlarin teknik bilgi eksikligi
bu potansiyelin tam olarak kullanilmasini engelleyebilirken (Mahmud vd., 2025) etik ve yasal
riskler (yanlis bilgi verme, veri ihlali vb.) diizenleyici cergevelerin dnemini artirmaktadir

(Teodosiev ve Nikolova, 2025).

Sohbet botlar1 kullanicilarla metin veya ses yoluyla etkilesim kuran, basit kural tabanli
yazilimlardan baglami anlayan gelismis YZ asistanlarina kadar genis bir yelpazeyi kapsayan
araglardir (Adamopoulou ve Moussiades, 2020). Dogal Dil Isleme (NLP) teknolojisi
sayesinde insan benzeri bir iletisim deneyimi sunan bu sistemler; Intercom, Drift veya
Zendesk gibi altyapilarla kurumlarin iletisim mimarisinin standart bir parcasi haline gelmistir.
Kriz anlarinda dogru bilginin hizla yayilmasimi saglayarak dezenformasyonu engelleyen
botlar (Sudhir ve Toubia, 2023) ayni zamanda bekleme siirelerini sifira indirerek miisteri

memnuniyetini artirmaktadir.

Ferreira M. (2021), sanal asistanlarin kullanildig: sektorlerde otantik ve samimi bir etkilesim
algisinin 6nemini vurgulamaktadir. Botlarin ge¢mis etkilesim verilerini saklayarak miisteriyi
tanimas1 ve kisisellestirilmis Oneriler sunmasi pazarlama ve halkla iliskiler stratejilerinin
mikro hedefleme ile uygulanmasina imkan tanir. Ancak bu etkilesimin bagaris1 botun empatik
yeteneklerine siki sikiya baghdir. Ozellikle misafirperverlik ve turizm gibi hizmet odakli
sektorlerde Z kusagi yetenek yonetimi ve miisteri beklentileri dijital araglarin kullanimini

zorunlu kilmaktadir (El Hajal ve Losekoot, 2025).

Sektorel uygulamalar incelendiginde teknolojinin dogru stratejiyle birlestiginde yarattig1 etki
net bir sekilde goriilmektedir. Bankacilik sektoriinde, Bank of America'nin "Erica"s1 gibi sanal

asistanlar finansal okuryazarligi ve hizmet kalitesi algisini artirirken (Setoutah vd., 2024)
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miizelerdeki dijital rehberler ziyaret¢i deneyimini derinlestirerek kurum itibarini
giiclendirmektedir (Thiel ve Bernhardt, 2023). Saglik iletisiminde ise pandemi doéneminde
Diinya Saghik Orgiitii ve yerel otoritelerin kullandigi WhatsApp tabanli botlar kriz

iletisiminde bu arag¢larin hayati roliinii kanitlamistir.

Tiim bu avantajlara ragmen sohbet botlar1 ironi, argo veya yerel deyimleri anlamada yetersiz
kalabilmekte ve yanlis anlagilan niyetler miisteri 6fkesine yol agabilmektedir. Ozellikle saglik
veya finansal kayip gibi duygusal yogunlugu yiiksek durumlarda botlarin mekanik yanitlar
empati eksikligi olarak algilanarak marka imajina zarar verebilir. Ayrica botlarin egitildikleri
veri seti ile smirli olmasi giincel olmayan verilerle hatali yonlendirmeler yapilmasi riskini
barindirmaktadir (Gilani, 2024). Bu risklerin en somut ve maliyetli 6rnegi Air Canada
davasinda goriilmiistiir. Havayolu sirketinin sohbet botu bir yolcuya indirim politikalar
hakkinda "haliisinasyon gorerek" yanlis bilgi vermis ve mahkeme sirketi bu yanlis beyandan
sorumlu tutmustur. Bu vaka yapay zekanin otonom eylemlerinden dogan sorumlulugun
kurumdan ayrilamayacagin1 ve teknolojik hatalarin dogrudan kurumsal sorumluluk
cergevesinde degerlendirildigini gdstermesi bakimindan sektdr igin kritik bir uyari
niteligindedir. Gelecekte ise sesli asistanlar ve duygusal yapay zeka (Affective Computing)
entegrasyonu ile kullanicinin stres seviyesini algilayan sistemlerin gelismesi beklenmekle
birlikte bu durum veri mahremiyeti endiselerini de beraberinde getirmektedir (Teodosiev ve

Nikolova, 2025; Formulahti, 2025).

Geleneksel halkla iligkiler yaklasimi mesaj iletmeye odaklanirken modern yaklagim
"dinlemeye" ve anlamaya oncelik vermektedir. Yapay zekd bu dinleme siirecini Ongdriicii
Analitik (Predictive Analytics) ve Sosyal Dinleme (Social Listening) araclariyla bilimsel bir
diizleme tagimaktadir. Biiyiik veri (Big Data) yigmlari insan zihninin kavrayamayacagi hizda

islenerek stratejik icgoriilere doniistliriilmektedir.

Sosyal dinleme, markalar veya sektorler hakkinda konusulanlarin dijital ayak izlerini takip
etme siirecidir. Brandwatch, Meltwater veya Talkwalker gibi yapay zeka destekli araclar
milyonlarca sosyal medya iletisini ve haber metnini tarayarak metinlerdeki duygusal tonu
(pozitif, negatif, nétr) siniflandirabilmektedir. Ornegin, yeni bir iiriin lansman1 sonras negatif
yorumlarin artig1 bir krizin habercisi olarak yorumlanabilirken algoritmalar heniiz ana akim

medyaya yansimamis acil konular tespit edebilmektedir (Jungherr ve Schroeder, 2023).

Veri madenciligi ise hedef kitleyi demografik o6zelliklerin Otesinde tanimayr saglar.
Hamdan’in (2025) vurguladig1 gibi, biiyiik veri ve nesnelerin interneti (IoT) entegrasyonu

karar alma mekanizmalarini daha 6nce goriilmemis bir kesinlik diizeyine tagimaktadir. YZ
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algoritmalar1 kullanicilarin ilgi alanlarin1 ve davraniglarini haritalandirarak kisisellestirilmis
iletisim stratejilerinin temelini olusturur. Setoutah vd. (2024) belirttigi gibi, miisteri
ihtiyaclariin veri yoluyla anlasilmasi kurum ile hedef kitle arasindaki iki yonli iletigimi
giiclendirmekte ve mesajlarin kime, ne zaman ve hangi kanaldan iletileceginin matematiksel
kesinligini saglamaktadir. Ayrica ge¢mis verilerin analiziyle olusturulan simiilasyonlar PR
profesyonellerinin olas1 kriz senaryolarina karsit proaktif stratejiler gelistirmesine olanak

tanimaktadir.
5.2. Yapay Zeka ile igerik Uretimi

Yapay zeka teknolojileri igerik tiretim stireclerini kokten doniistiirerek halkla iligkiler alaninda
devrim niteliginde degisikliklere kap1 aralamaktadir. Sosyal medyanin hizlandirdig bilgi akist
YZ tabanli uygulamalarin igerik olusturma siirecini domine etmesine neden olmustur.
Facebook, TikTok ve YouTube gibi platformlarin algoritmik ydnlendirmeleri etkilesimi
artirirken (Teodosiev ve Nikolova, 2025), Jasper Al, Copy.ai ve Midjourney gibi araglar metin
ve gorsel liretimini optimize etmektedir. Bu teknolojiler marka sesinin tutarliligini koruyarak
blog yazilar1 ve basin biiltenlerinin anlik olarak olusturulmasini saglar ve kisisellestirilmis

iceriklerle etkilesimi gili¢lendirir (Jungherr ve Schroeder, 2023).

Geleneksel icerik olusturma rolleri, liretken yapay zeka ile bir doniisiim icerisindedir. Sohbet
botlar1 ve otomatik sistemler metin yazarlig1 gibi klasik uzmanlik alanlarini degistirmekte, bu
durum yaratici siireglerde insan ve makine is birligine dayali yeni dinamikleri ortaya
cikarmaktadir (Mallek vd., 2025). Ancak otomasyonun getirdigi bu kolaylik insan
yaraticiliginin ikamesi algist ve is giicii kaybi endiseleriyle birleserek etik tartigmalar

alevlendirmektedir (Bourne, 2023; Formulahti, 2025).

Yapay zeka ile iiretilen igeriklerde veri mahremiyeti, algoritmik onyargilar ve telif haklar1 en
onemli etik sorunlar olarak &ne ¢ikmaktadir. Ozcan’in (2024) igerik pazarlamasinda YZ
sinirlarint tartistigi calismasinda belirttigi iizere; okuyucunun igerigin bir insan mi1 yoksa
makine tarafindan mu iretildigini bilme hakk: seffaflik ilkesinin geregidir. YZ egitildigi veri
setindeki Onyargilar1 yeniden tireterek kurumsal iletisimde ayrimci bir dilin olugmasina neden
olabilir. Bu nedenle profesyonellerin etik kaygilar1 bir yonetim araci olarak benimsemesi ve
YZ entegrasyonunu seffaflik ilkesine dayandirmasi gerekmektedir (Buhmann ve Gregory,
2023). Etik kaygilarin yan1 sira iiretken yapay zekadnin yayginlagsmasi stratejik bir
homojenlesme tehdidini de beraberinde getirmektedir. Rakip markalarin ayni dil modellerini
(6rnegin ChatGPT veya Claude) benzer komutlarla kullanmas: iiretilen iceriklerin ton, lislup

ve yapi olarak birbirine benzemesine ve marka sesi erozyonuna yol agabilir. Dijital iletisimde



46 ALGORITMIK ILETISIM VE HALKLA iLiSKILER: ETiK, ETKi VE DUZENLEME TARTISMALARI

standartlagsmis bir vasathiga diismemek ve farklilagsmay1 siirdiirebilmek i¢in YZ c¢iktilarinin
ham haliyle kullanilmayip mutlaka insan yaraticilifi ve kurumsal kimlik silizgecinden

gecirilmesi sarttir.

Dijital platformlarin hiz1 kriz anlarinda saniyelerin bile onem kazanmasina neden olmus; bu

durum kriz iletisimi otomasyonunu modern halkla iligkiler pratiginin merkezine
yerlestirmistir. Setoutah vd. (2024) bankacilik sektorii ilizerine yaptigi arastirma, YZ
uygulamalarinin kriz yonetiminde ne denli kritik oldugunu ortaya koymaktadir. Otomasyon
kriz anindaki yogun stres altinda insan karar verme siireclerini destekleyerek duygusal

tepkileri ve Onyargilart minimize etmeye yardimci olur (Chen vd., 2012).

Yapay zeka kriz yonetimini reaktif olmaktan ¢ikarip proaktif bir yapiya dontstiirmektedir.
Rieskamp vd. (2023), sosyal botlarin kriz iletisiminde kullanimini inceledikleri sistematik
taramada GenAl (Uretken Yapay Zeka) destekli botlarin bilgi yayilimini hizlandirdigimni ancak
yanlis bilginin de ayni hizla yayilmasi riskini tagidigini tespit etmislerdir. Durum tespiti ve
senaryo analizi i¢in kullanilan YZ, sosyal medyadaki bilgi kirliligini filtreleyerek hedef
kitleye dogru bilgiyi sunabilmektedir (Janssen, 2023). Ancak insan empatisinin gerektigi

trajik durumlarda otomatik yanitlarin soguk ve duyarsiz algilanma riski bulunmaktadir.

Gliniimiiz kriz iletisimi deepfake teknolojisiyle {iiretilen sentetik krizlerle yilizlesmektedir
(Vaccari ve Chadwick, 2020). Ust diizey yoneticilerin sahte video ve ses kayitlarini igeren bu
icerikler borsa manipiilasyonundan itibar suikastina kadar ciddi sonuglar dogurabilir. PR
profesyonelleri bu tehdidi bertaraf etmek i¢in yine Intel FakeCatcher veya Microsoft Video
Authenticator gibi yapay zeka tabanli dogrulama aracglarina ihtiya¢ duymaktadir. Dolayisiyla
yapay zeka bu baglamda hem krizin kaynagi hem de ¢oziim araci olarak ¢ift yonlii bir rol

oynamaktadir.

Tablo 6: Yapay Zekd Destekli Halkla Iliskiler Uygulamalarinin Islevieri ve Riskleri

Uygulama Alam1_| Temel Teknoloji | PR Islevi / Kullanim Amaci Temel Risk / Etik Sorun
Sohbet Botlar1 | Dogal Dil Isleme | 7/24 Miisteri Hizmetleri, Anlik ?,In_}g?élsiiisslkélng,,ls ya[(ljlllf bllllsg;lvefbrg?
(Chatbots) (NLP) Yanit, Paydas Etkilesimi. nasyont), — duyg &
kopuklugu.
Ongbriicii Biyiik Veri ve Kriz smyallerln.lr} erken '.[.eSpl.'[I? Gec;m1§ verideki onyargilarin (b.las)
o . e .| Trend analizi, Tiiketici | gelecege tasinmasi, mahremiyet
Analitik Makine Ogrenimi L e
davranist tahmini. ihlali.
ren v b pn| B il g e [0 Wl oo Ty
(Generative AI) | Modelleri (LLM) | 50751 =~ Olustumna, - varyasy 18 P 16
iretimi. homojenlesmesi.
. Duygu  Analizi | Marka itibarim izleme, rakip | Ironi ve Kkiiltiirel  niianslarin
Sosyal Dinleme . .. » i .
. . (Sentiment analizi, Karanlitk  Sosyal" | algoritmalarca yanlis
(Listening) . .
Analysis) disindaki veriyi tarama. yorumlanmasi.
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Halkla iligkiler stratejilerinde yapay zeka entegrasyonu taktiksel uygulamalarin Gtesine
gecerek biitiinciil ve stratejik bir doniisiimii ifade eder. Izleme ve dinleme (Brandwatch,
Meltwater), icerik tiretimi (ChatGPT, Jasper Al), miisteri iligkileri (Intercom, Zendesk) ve
analiz (Google Analytics 4, Tableau) araglarinin entegrasyonu teknolojiyi insan kaynagi ve is
stirecleriyle uyumlu hale getirmeyi gerektirir. Ancak basarili bir strateji bu araglarin abartidan

uzak, gercekei hedeflerle kullanilmasini zorunlu kilar (Bourne, 2023).

Sektordeki bu doniisiim profesyonellerin siirekli egitimini ve veri analitigi yetkinliklerini
gelistirmelerini gerektirmektedir (Mahmud vd., 2025; Dias vd., 2025). Ayrica uygulamalarin
basarisi; yanit siireleri, ¢oziim oranlari, etkilesim sayilart ve duygu analizi sonuglar1 gibi
dogru metriklerle dlgiilmelidir (Sudhir ve Toubia, 2023). Constantin vd. (2024), sistematik
literatiir taramalarinda yapay zekanin toplum ve iletisim {izerindeki etkisini irdelerken
teknolojinin stratejik entegrasyonunun toplumsal kabul ile paralel ilerlemesi gerektiginin

altin1 ¢izmektedir.
5.3. Yapay Zeka Etigi ve Kiiresel Reglilasyonlar

Halkla iligkiler disiplini yapay zeka caginda sadece "ne yapabiliriz?" sorusuna degil "ne
yapmaliy1z?" sorusuna da yanit aramak zorundadir. Bu etik sorgulama uluslararasi
regililasyonlarin ve etik ¢ergevelerin mesleki standartlara entegrasyonunu zorunlu kilmaktadir.
UNESCO Yapay Zeka Etigi Tavsiye Karar1 teknolojinin insan haklari, onuru ve temel
ozgiirliklerle uyumlu olmasi gerektigini vurgulamaktadir. Bu baglamda PR profesyonelleri
kullandiklar1 algoritmalarin ayrimcilik tiretmemesinden ve kapsayict bir dil kullanmasindan

sorumlu tutulmaktadir (Buhmann ve Gregory, 2023).

Diinyanin ilk kapsamli yapay zeka yasasi olan AB Yapay Zeka Yasas1 (4] Act), halkla iligkiler
uygulamalarin1  dogrudan etkileyen seffaflik yiikiimlilikleri getirmektedir (Veale ve
Borgesius, 2021). Yasa, yapay zeka sistemlerini risk diizeylerine gore kategorize etmektedir.
Sohbet botlar1 (chatbots) ve Deepfake teknolojileri, kullanicilarin bir makineyle etkilesimde
olduklarini veya igerigin yapay olarak iiretildigini bilmelerini zorunlu kilan bir kategoride yer

almaktadir.

Bu diizenleme PR stratejilerinde radikal bir seffaflik gerektirmektedir. Kurumlar yapay zeka
tarafindan iiretilen metin, gorsel veya ses igeriklerine goriiniir isaretler eklemek ve botlarla
yapilan goriismelerde "Ben bir yapay zeka asistantyim" bildirimini sunmak zorundadir. Aksi
takdirde manipiilatif uygulamalar suglamasiyla agir yaptirimlarla ve daha Onemlisi itibar

kaybiyla karsilasabilirler.



48 ALGORITMIK ILETISIM VE HALKLA iLiSKILER: ETiK, ETKi VE DUZENLEME TARTISMALARI

Halkla iligkilerde yapay zekd kullanimi, sonradan denetim yerine tasarim asamasinda etik
ilkelere dayanmalidir. Bu yaklagim, kampanya heniiz planlama asamasindayken kullanilan
verilerin dogrulugunun, Onyargisizliginin ve mahremiyet ihlali yaratip yaratmadiinin
denetlenmesini Ongoriir. Pautz (2023), politika yapim siire¢lerinde yapay zekanin roliinii
incelerken algoritmik hesap verebilirligin demokratik toplumlar i¢in bir giiven unsuru
oldugunu belirtir. Dolayisiyla PR uzmanlari artik iletisimci kimligine ek olarak kurumun etik

uyum denetgisi roliinii de tistlenmektedir.

Tiirkiye geng¢ niifusu ve dinamik is diinyasi ile dijitallesmeye hizli bir adaptasyon siireci
yasamaktadir. TUIK (2024) verilerine gére internet erisim imkani olan hanelerin oraninin
%96,9’a ulagmasi, bu dijital doniisiimiin tabana yayildigimi gostermektedir. Yapay zeka
teknolojileri 6zellikle finans, e-ticaret ve medya sektorlerindeki oncii kurumlar tarafindan
halkla iliskiler ve itibar yonetimi siireclerine entegre edilmektedir. Ancak yerel uygulamalar
kiiresel trendlerle paralellik gdsterse de Tiirkiye’ye 6zgii yapisal ve hukuki dinamiklerden

etkilenmektedir.

Tiirkiye’de dijital okuryazarlik ve bilgi kirliligi tartigmalarinin odaginda yer alan dogrulama
platformu Teyit.org, yapay zekay: halkla iliskilerin kamuoyunu dogru bilgilendirme misyonu
ekseninde etkin kullanan 6nemli bir 6rnektir. Platform sosyal medyada hizla yayilan siipheli
icerikleri tespit etmek, iddialar1 kategorize etmek ve benzer gorselleri eslestirmek i¢in makine
ogrenimi algoritmalarindan yararlanmaktadir (Teyit, 2024). Bu kullanim, kriz anlarinda
kurumlarin ve toplumun dogru bilgiye ulasmasini saglayarak dezenformasyonun yaratacagi
itibar krizlerini ve toplumsal panigi onlemede stratejik bir rol oynamaktadir. Teyit.org’un
yapay zekad destekli izleme sistemleri manuel teyit siireglerinin yarattigt zaman kaybim

minimize ederek krizin altin saatlerinde miidahale imkan1 tanimaktadir (Bozkus, 2020).

Tiirkiye’deki bankacilik sektorii yapay zeka destekli halkla iligkiler uygulamalarinda
lokomotif gorevi gdérmektedir (Deloitte Tiirkiye, 2023). Garanti BBVA'nin "UGI" ve Is
Bankasi’nin "Maxi" gibi sanal asistanlari basit birer SSS (Sik¢a Sorulan Sorular) botu
olmanm Otesine gegmistir. Dogal Dil Isleme (NLP) teknolojisiyle donatilan bu asistanlar,
miisterilerin finansal durumlarini analiz ederek kisisellestirilmis Oneriler sunmakta ve sube
yogunlugunu azaltarak kurum itibarin1 teknolojik liderlik {izerinden insa etmektedir. Miisteri
sikayetlerinin sosyal medyaya yansimadan mobil uygulama igerisindeki bu botlar araciligiyla

cozlilmesi potansiyel krizlerin sessizce yonetilmesini saglamaktadir (KPMG Tiirkiye, 2024).

Tiirkiye’deki yapay zekd uygulamalart 6698 sayili Kisisel Verilerin Korunmasi Kanunu

(KVKK) ile siki bir regiilasyona tabidir. Biiyilk veri ile beslenen halkla iliskiler



ALGORITMIK ILETISIM VE HALKLA iLiSKILER: ETiK, ETKi VE DUZENLEME TARTISMALARI 49

kampanyalarinda hedef kitlenin acik rizasinin alinmasi ve verilerin anonimlestirilmesi yasal
bir zorunluluktur. Avrupa Birligi’nin GDPR ve Al Act diizenlemeleriyle uyumlu adimlar atan
Tiirk sirketleri algoritmik seffaflik ilkesi geregi kullanicilarin bir botla m1 yoksa insanla mi1
konustuklarini belirtmek durumundadir. KOBI &lgegindeki isletmelerde ise bilgi ve biitge
eksikligi teknolojinin yayginlagmasinda bir engel teskil edebilmektedir (Anani-Bossman vd.,

2024).

Yapay zekanin halkla iliskilerdeki rolii genisledik¢e insan faktorii paradoksal bir sekilde daha
degerli hale gelmektedir. Stephens (2023), akilli sehirlerde yapay zeka kullanimini inceledigi
caligmasinda; teknolojinin verimlili§i artirirken insani baglar1 zayiflatma riskine dikkat
cekmektedir. Gelecekte halkla iligkiler profesyonellerinin rolii igerik iireticisi olmaktan ¢ikip

baglam denetleyicisi ve etik bek¢isi olmaya evrilecektir.

Pautz’un (2023) Iskogya 6rneginde politika yapimi ile yapay zeka arasindaki iliskiyi nasil ele
aldiysa, halkla iliskiler disiplini de benzer bi¢cimde kendi etik kurallarimi ve diizenleyici
cercevelerini olusturmak zorundadir. Sektor deepfake videolar, manipiile edilmis ses kayitlari
ve algoritmik ayrimcilik gibi yapay krizlerle miicadele etmek icin yine yapay zeka tabanl
savunma mekanizmalar1 gelistirecektir. Insan ve makine is birliginin standartlasacag: bu yeni
donemde stratejik diislinme yetenegi yapay zekanin islem giiciliniin iizerinde konumlanmaya

devam edecektir.

Yapay zeka destekli halkla iligkiler uygulamalar: iletisim siireglerini geri doniilemez bir
sekilde doniistirmektedir. Sohbet botlar1 erisilebilirligi, ©Ongoriicii analitik tahmin
edilebilirligi, igerik otomasyonu ise hiz1 artirarak proaktif itibar yonetimini gliclendirmektedir
(Hamdan, 2025). Ancak veri altyapis1 eksikligi, yasal belirsizlikler, algoritmik onyargilar ve
deepfake tehditleri teknolojinin 6niindeki 6nemli bariyerlerdir (Pautz, 2023; Dias vd., 2025).

Halkla iliskiler profesyonelleri yapay zekdyr bir tehdit degil stratejik bir ortak olarak
gormelidir. Insan miidahalesi, empati ve etik yargi gerektiren durumlarda halen
vazgecilmezdir (Janssen, 2023). Profesyonellerin etik kaygilar1 bir yonetim araci olarak
benimsemesi (Bourne, 2023) ve teknolojiyi sorumlu bir sekilde kullanmasi gerekmektedir.
Sonug olarak yapay zekanin etkilesimli, seffaf ve etik bir perspektiften ele alinmasi halkla

iliskiler mesleginin gelecegi i¢in hayati 6nem tasimaktadir (Moore ve Hiibscher, 2021).
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ALTINCI BOLUM

ALGORITMIK ONYARGILAR VE iLETiSIMDE ADALET SORUNU

6.1. Dijital Gagin Yeni Esik Bekgileri ve Teknolojik Tarafsizlik Miti

[letisim teknolojilerinin tarihsel evrimi, matbaanin icadindan internetin kiiresel yayilimina
uzanan siirecte bilginin liretim, denetim ve dagitim mekanizmalarint kokten bir doniisiime
ugratmistir. Geleneksel kitle iletisim araglarinin (gazete, radyo, televizyon) hegemonik oldugu
20. yiizy1l medya ekosisteminde esik bekgiligi islevi, enformasyonun kamusal alana akisini
filtreleyen birincil mekanizma olarak goriilmekteydi. Bu islev cogunlukla editorler, yayin
yonetmenleri ve medya patronlari tarafindan icra edilmekteydi. Kurt Lewin’in (1947) sosyal
psikoloji alaninda kavramsallastirdigi ve David Manning White’in (1950) gazetecilik
pratiklerine uyarladigr bu klasik model, bilginin bir dizi kapidan gecerken insan iradesi,
mesleki normlar ve kurumsal ¢ikarlar dogrultusunda secilip ¢ercevelendigini 6ngérmekteydi

(Shoemaker ve Vos, 2009).

21. Yiizyilin dijital ekosisteminde insan merkezli denetim mekanizmasi, yerini giderek artan
bir hizla otonom sistemlere, makine 6grenimi (ML) modellerine, yapay zeka (YZ) tabanl
protokollere ve karmasik algoritmalara birakmistir. Bugiin arama motoru sonuglarindan sosyal
medya akislarina, bankacilik kredi skorlamasindan ise alim siire¢lerine ve hatta kriminal risk
analizlerine kadar uzanan genis bir yelpazede hayati kararlar algoritmik otorite tarafindan
verilmektedir (Diakopoulos, 2015; Napoli, 2019). Literatiirde "algoritmik ydnetigim"
(algorithmic governance) olarak adlandirilan bu yeni rejim, karar alma siireclerinin seffaf
olmayan matematiksel modeller aracilifiyla optimize edildigi bir toplumsal diizeni isaret

etmektedir (Musiani, 2013).

Tablo 7: Geleneksel ve Algoritmik Esik Bekg¢iligi Modellerinin Karsilastirilmasi

Ozellik Geleneksel Esik Bekgiligi (20. Yiizy1l) | Algoritmik Esik Bekeiligi (21. Yiizyil)
Ig:z;zeverICI Insan (Editorler, Yayin Yénetmenleri) Makine (Algoritmalar, Kodlar, Veri Setleri)
Secim Mesleki normlar, haber degeri, yaymn Etkilesim oranlari, kigisel ilgi alanlari, tiklanma
Kriterleri politikasi, kamu yarari. potansiyeli, reklam geliri.

Gorece denetlenebilir (Editoryal "Kara Kutu" (Seffaf olmayan, agiklanabilirligi
Seffaflik o

sorumluluk). diisiik sistemler).

Bilgi akisini filtrelemek ve giindem Platformda gegirilen siireyi maksimize etmek ve
Amag <

belirlemek. kullaniciy profillemek.
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S6z konusu doniisiim, algoritmalarin teknik birer hesaplama aracit veya veri diizenleyici
olmanin ¢ok daha Otesine gectigini gostermektedir. Bu baglamda algoritmalar; toplumsal
gercekligi insa eden, kimlikleri tanimlayan, gorliniirligli diizenleyen ve kaynaklarin
dagitimmi belirleyen giiclii birer sosyo-teknik aktor haline gelmistir (Latour, 2005). Dijital
kapitalizmin ve Srnicek’in (2017) tabiriyle platform kapitalizminin temelini olusturan bu
matematiksel yapilar; kamuoyuna siklikla nesnel, tarafsiz, rasyonel ve veriye dayali karar

vericiler olarak sunulmaktadir.

Bununla birlikte, "bilgisayar hata yapmaz" ya da "rakamlar yalan sdylemez" seklindeki
yaygin inang, algoritmik kararlarin sorgulanabilirli§ini engellemekte ve bu sistemleri
Pasquale’nin (2015) Kara Kutu Toplumu (The Black Box Society) kavramiyla 6zdeslesen bir
dokunulmazlik zirhina biiriindiirmektedir. Elestirel veri c¢aligmalar1 alanindaki kapsaml
veriler ve ampirik arastirmalar bu "tarafsizlik mitinin" tehlikeli bir yanilgt olduguna isaret
etmektedir. Algoritmalar boslukta ¢alisan soyut matematiksel formiiller degildir.
Yaraticilarinin bilingli veya bilingdisi deger yargilarini, egitildikleri veri setlerinin tarihsel
esitsizliklerini ve hizmet ettikleri kurumsal yapilarin ticari veya politik onceliklerini yeniden
iireten mekanizmalardir (Noble, 2018; Eubanks, 2018). Bu baglamda algoritmik Onyarg;
teknik bir kodlama hatas1 olmaktan ziyade, toplumsal cinsiyet, irk, etnik kdken ve sinif
temelli tarihsel adaletsizliklerin dijital alana transfer edilmesi ve burada matematiksel kesinlik
ad1 altinda mesrulastirilmasidir (Buolamwini ve Gebru, 2018; Benjamin, 2019). Mevcut tablo,
iletisim etigi ve sosyolojisi acisindan veri adaleti kavramini tartismanin merkezine
yerlestirmektedir. Veri adaleti, algoritmalarin teknik optimizasyonunun yani sira bu
sistemlerin gii¢ iliskilerini nasil doniistlirdiigiinii, kimleri gortiniir kilip kimleri dijital siirgiine
gonderdigini ve demokratik miizakere siireclerini nasil etkiledigini sorgulayan normatif bir

cergeve sunmaktadir (Dencik vd., 2019; Taylor, 2017).
6.2. Algoritmik Onyargi, Veri Somiirgeciligi ve Yapisal Esitsizlikler

Algoritmik Onyargi olgusunu kavrayabilmek i¢in Oncelikle bu Onyargilarin sisteme nasil
sizdigini, hangi epistemolojik kabullerle beslendigini ve veri somiirgeciligi baglaminda nasil
isledigini anlamak gerekmektedir. Literatiirde algoritmik Onyargi, makine &grenimi
algoritmalarindaki sistematik ve tekrarlanabilir hatalarin belirli demografik gruplar (irk,
cinsiyet, yas vb.) aleyhine haksiz sonuglar (ayrimcilik) iretmesi durumu olarak
tanimlanmaktadir (Friedman ve Nissenbaum, 1996). Ancak bu tanim, sorunun teknik bir hata

oldugu ve daha iyi kodlama ile ¢oziilebilecegi izlenimini yaratabilir. Oysa elestirel veri
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caligmalari bu durumu yapisal bir 6zellik olarak okumakta ve teknolojinin toplumsal

baglamdan bagimsiz diisiiniilemeyecegini savunmaktadir (Kitchin vd., 2025).

Akademik literatiir (Barocas ve Selbst, 2016), dnyarginin algoritmik yasam dongiisiine {i¢

temel asamada dahil oldugunu ve kristalize oldugunu belirtmektedir:

Tablo 8: Algoritmik Yasam Dongiisiinde Onyargi Kaynaklari ve Iletisimsel Yansimalart

Asama Onyarg Tiirii Tamim PR/iletisim Ornegi

Y1z tanima sistemlerinin

Egitim verisinin o
g sadece beyaz erkek verileriyle

1. Veri Toplama Temsil Onyargis1 | toplumun tamamini o :
egitilmesi sonucu azinliklart
yansitmamasi.
taniyyamamasi.
Yasakli bir degisken "Irk" verisi yerine "Posta
Vekil Veri yerine onunla iligkili Kodu"nun kullanilarak
2. Modelleme/Tasarim . -
(Proxy) Sorunu baska bir verinin ayrimcilik yapilmasi
kullanilmast. (Redlining).

Ise alim uzmaninin,
algoritmanin eledigi yetenekli
bir aday: "sistem hata
yapmaz" diyerek
incelememesi.

Otomasyon Insanin makine kararina

3. Uygulama/Yorum Yanhhig korii koriine giivenmesi.

Yapay zeka ve makine 0grenimi sistemleri diinyay: sifirdan 6grenmez, kendilerine sunulan
tarihsel veriler lizerinden istatistiksel oOriintiiler ¢ikarir. Bu veri setleri tarihsel siire¢ igerisinde
sekillenmis toplumsal esitsizliklerin, Onyargilarin, dislanmalarin ve ayrimciliklarin dijital
birer iz digiimiidiir. Zuboff (2019)’un goézetim kapitalizmi elestirisinde belirttigi gibi, veri

masum bir hammadde degil insan deneyiminin metalagtirilmis halidir.

Egitim verisi tarihsel olarak marjinalize edilmis gruplar1 eksik temsil ediyorsa veya bu
gruplara yonelik onyargili kararlari iceriyorsa algoritma bu durumu nesnel gerceklik olarak
kabul eder ve gelecege yonelik tahminlerinde bu ayrimcilig: tekrarlar. Ornegin ABD'de polis
kayitlarina dayali olarak gelistirilen su¢ tahmin algoritmalari, ge¢gmiste azinlik mahallelerinde
daha fazla polis devriyesi gezdigi ve daha fazla tutuklama yapildig1 verisiyle egitildiginde,
algoritma bu bolgeleri yiiksek riskli olarak etiketlemeye devam etmektedir. Bu durum
polislerin o bolgelere daha fazla yonelmesine, dolayisiyla daha fazla tutuklama yapmasina ve
veri setinin bu Onyargiyr daha da giiclendirmesine yol agan bir geri besleme dongiisii
(feedback loop) yaratmaktadir (Ensign vd., 2018; Lum ve Isaac, 2016). Bu olgu bilgisayar
bilimlerindeki "¢op girer, ¢op c¢ikar" (garbage in, garbage out) ilkesinin sosyolojik bir
versiyonu olan "Onyarg1 girer, ayrimcilik ¢ikar" prensibine karsilik gelmektedir (Benjamin,

2019).
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Onyargi, verinin diginda algoritmay: tasarlayan miihendislerin ve veri bilimcilerin
kararlarinda da gizlidir. Hangi degiskenlerin modele dahil edilecegi, hangi 6zelliklere agirlik
verilecegi veya basar1 kriterinin nasil tanimlanacagi tasarimcilarin 6znel deger yargilarini ve

diinya goriiglerini yansitir (Seaver, 2017).

Bu noktada Vekil Veri (proxy data) sorunu, tasarim kaynakli dnyarginin en sinsi ve tespit
edilmesi en zor bi¢imi olarak karsimiza ¢ikmaktadir. Yasalar 1k, din veya cinsiyet gibi hassas
niteliklerin karar alma siire¢lerinde dogrudan kullanilmasini yasaklasa da algoritmalar bu
niteliklerle yiiksek korelasyona sahip diger verileri kullanarak ayrimci sonuglar iiretebilir
(Prince ve Schwarcz, 2020). Ornegin bir kredi skorlama veya sigorta fiyatlandirma
algoritmasinda 1rk degiskeni kullanilmasa bile ABD gibi mekansal ayrigmanin yiiksek oldugu
iilkelerde posta kodu (zip code) verisi fiili olarak irkin ve sosyo-ekonomik statiiniin bir vekili
(proxy) olarak islev gormektedir (O'Neil, 2016). Benzer sekilde sosyal medya kullanim
aligkanliklar1 veya internet tarayici ge¢misi bireylerin politik egilimleri veya cinsel

yonelimleri hakkinda giiclii ipuglar1 barindiran vekil veriler olarak kullanilabilmektedir.

Algoritma teknik olarak dogru caligsa bile sonuglarin insanlar tarafindan yorumlanmasi ve
uygulanmasi agsamasinda onyargilar devreye girebilir. Otomasyon yanlilig1 (automation bias)
olarak bilinen psikolojik olgu, insanlarin karar verirken otomatik sistemlerin Onerilerine,
celigkili kanitlar olsa dahi asir1 giivenme egiliminde oldugunu gostermektedir (Skitka vd.,
1999). Otomasyon yanlilig1, karar alma dongiisiine insan dahil edilse bile (human-in-the-loop)
bu denetimin ¢ogu zaman sembolik kalmasina ve yapisal sorunlari ¢ozmekte yetersiz
kalmasima neden olmaktadir (Wagner vd., 2025). Bir risk degerlendirme algoritmasinin
irettigi %60'lik risk puani, bir yargi¢ veya isveren tarafindan farkli demografik gruplar i¢in

dogrulama sapmasi ile farkli yorumlanabilir.

Algoritmik siirecleri teknik bir hata diizeltme islemi olarak gormek yetersizdir. Couldry ve
Mejias (2019) mevcut durumu Veri Somiirgeciligi (Data Colonialism) kavramiyla
aciklamaktadir. Tarihsel somiirgecilik nasil topraklari, bedenleri ve dogal kaynaklari ele
gecirdiyse veri somiirgeciligi de insan hayatini siirekli izlenen ve veriye doniistiiriilen bir
kaynaga indirgemektedir. Bu baglamda Veri Adaleti, bireysel mahremiyetin 6tesinde veri
toplama ve isleme siireglerinin kolektif haklar, esitlik ve demokrasi tizerindeki etkilerine
odaklanan bir kars1 durustur (Dencik vd., 2019; Taylor, 2017). Ozellikle Costanza-Chock’un
(2020) gelistirdigi "Tasarimda Adalet" (Design Justice) cergevesi tasarim siireclerinin
demokratiklestirilmesini, marjinalize edilmis topluluklarin tasarim asamasina aktif 6zneler

olarak dahil edilmesini ve teknolojinin ezilenlerin sesi olacak sekilde yeniden kurgulanmasini
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savunur. Adalet, algoritmalarin herkese ayni davranmasi (bigimsel esitlik) yerine tarihsel

dezavantajlar1 giderecek sekilde hakkaniyetli davranmasi anlamina gelmektedir.

6.3. Cinsiyet Ayrimcihgi ve iletisimde Dilin, Temsilin ve Emegin Dijital

Donusumu

Iletisim siireglerinin temel tas1 olan dil ve gorsel semboller, toplumsal cinsiyet rollerinin insa
edildigi ve yeniden iiretildigi en stratejik alanlardir. Dijitallesme ile birlikte dilin islenmesi ve
iiretilmesi gorevini {istlenen Dogal Dil Isleme (NLP) sistemleri ve iiretken yapay zekalar, dilin
icerisine gomiilii olan ataerkil kodlar1 6grenmekte, dijitallestirmekte ve Olgeklendirerek

yaymaktadir.

Google Translate, Siri, Alexa ve son donemde ChatGPT gibi sistemlerin temelini olusturan
NLP teknolojileri, devasa metin veri setleri (internet igerikleri, kitaplar, Wikipedia makaleleri,
Reddit tartigmalar1 vb.) ilizerinde egitilmektedir. Bu metinler yiizyillardir siiregelen erkek
egemen kiiltiiriin izlerini tagimaktadir. NLP modelleri kelimeler arasindaki anlamsal iliskileri
matematiksel vektorlere doniistiirlirken bu cinsiyetci Onyargilart da anlamsal bir iligki olarak

kodlamaktadir (Bolukbasi vd., 2016).

Akademik c¢aligmalarda siklikla atif yapilan klasik bir ornek, vektdr uzayinda yapilan
analojilerdir. Bir algoritma "Erkek- Kral" iliskisini kurdugunda "Kadin" karsisina "Kralige"yi
getirmektedir. Ancak ayni algoritma "Erkek- Bilgisayar Programcisi” iliskisini kurdugunda
"Kadin" karsisina "Ev Hanim1" sonucunu getirebilmektedir (Bolukbasi vd., 2016, s. 4350). Bu
durum algoritmanin meslekleri cinsiyetle 6zdeslestirdigini ve kadinlari ev i¢i alanla, erkekleri
ise teknoloji, bilim ve kamusal alanla iligkilendirdigini matematiksel olarak kanitlamaktadir.
Caliskan vd. (2017), calismalarinda yapay zeka modellerinin insan dilindeki ortiik dnyargilari
birebir kopyaladigini gostermistir. Wan, Pu ve Sun (2024) tarafindan yapilan giincel bir
aragtirma, ChatGPT tarafindan olusturulan tavsiye mektuplarinda cinsiyetci kaliplarin belirgin

sekilde devam ettigini ortaya koymaktadir.

Benzer sekilde Tiirkge gibi gramatik cinsiyetin olmadig1 dillerden Ingilizce, Fransizca veya
Almanca gibi cinsiyetli dillere yapilan otomatik ¢evirilerde algoritmalarin "O bir doktor"
ctimlesini "He is a doctor" (Erkek), "O bir hemsire" ciimlesini ise "She is a nurse" (Kadin)
olarak c¢evirdigi tespit edilmistir (Google, 2020; Prates vd., 2019). Bu durum ¢eviri
algoritmalariin mesleki unvanlarda varsayilan cinsiyeti erkek olarak atadigini, bakim emegi

odakli islerde ise kadin cinsiyetini varsaydigini1 gostermektedir.
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UNESCO’nun (2019) ¢arpict raporu "I'd Blush if I Could" (Yapabilsem Yiiziim Kizarird),
dijital sesli asistanlarin (Siri, Alexa, Cortana) neden varsayilan olarak kadin sesiyle ve kadin
ismiyle tasarlandigin1 sorgulamaktadir. Rapor, bu teknolojilerin itaatkar, her zaman erisilebilir,
nazik ve hizmete hazir kadin stereotipini yeniden lrettigini vurgulamaktadir. Kullanicilarin
tacizkar veya cinsiyetci ifadelerine karsi bu asistanlarin verdigi (veya veremedigi) yanitlar,
dijital diinyada kadinin konumunu hizmet eden nesne olarak pekistirmektedir. West (2019) bu
durumu "Siri Disiplini" olarak adlandirmakta ve teknolojinin kadin emegini goriinmez kilan

tarihsel egilimin bir devami oldugunu savunmaktadir.

Algoritmik onyarginin kadin istthdami {izerindeki en somut ve yikict etkisi otomatik ise alim
sistemlerinde goriilmektedir. Amazon’un 2014-2018 yillar1 arasinda gelistirdigi ancak ayrimci
sonuglar1 nedeniyle kullanimdan kaldirmak zorunda kaldig1 yapay zeka tabanli ise alim aract
bu konudaki en bilinen vakadir (Dastin, 2022). Amazon’un algoritmasi sirketin son 10 yildaki
ise alim verileriyle egitilmistir. Teknoloji sektoriindeki erkek egemenligi nedeniyle veri
setindeki bagarili adaylarin biiyiik cogunlugu erkektir. Algoritma bu veriden "erkek olmak =
basar1" Oriintlistinli ¢ikarmis ve 6zgegmisinde "kadin" kelimesi gegen (6rnegin: Kadin Satrang

Kuliibii Kaptan1) adaylarin puanini otomatik olarak diislirmiistiir.

Bu vaka O’Neil’in (2016) belirttigi gibi algoritmalarin ge¢misi kodlayarak gelecegi ipotek
altina alma potansiyelini gostermektedir. Sirketler, verimlilik ve nesnellik adina igse alim
stireclerini otomasyona devrederken; aslinda kurumsal 1irk¢ilig1 ve cinsiyetgiligi sistemik hale
getirmekte ve kadinlarin kariyer ilerlemesini engelleyen algoritmik bir cam tavan insa
etmektedir. Bu tiir yapisal hatalar markalar i¢in teknik bir basarisizligin 6tesinde varolussal bir
algoritmik kriz sebebidir. Tiiketicilerin sosyal adalet konusundaki hassasiyetinin arttig1
giinimiiz piyasa kosullarinda, iptal kiiltiirii dinamikleri olduk¢a belirleyici bir konuma
yiikselmistir. Boylesi bir atmosferde, irk¢1 veya cinsiyet¢i sonuglar iireten bir otomasyon
sistemi, markanin yillarca insa ettigi itibarin1 ve toplumsal mesruiyetini bir gecede tahrip

edebilir.
6.4. Etnik Koken, Irk ve Saglikta Biyopolitik Algoritmalar

Algoritmik Onyargmin en hayati ve geri dondiiriilemez zararlarimin goriildigii alanlarin
basinda saglik sektorii gelmektedir. Foucault’'nun "biyopolitika" kavramiyla agikladigi
iktidarin yasam {iizerindeki denetimi dijital ¢agda "algoritmik biyopolitika"ya doniligsmiistiir.
Algoritmalar tibbi kaynaklarin dagitiminda, teshis koymada, risk belirlemede ve sigorta
fiyatlandirmasinda giderek daha fazla s6z sahibi olurken irk ve etnik koken temelli tarihsel

ayrimciliklart birer tibbi standart haline getirmektedir.
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Tibbi algoritmalarda ve klinik karar destek sistemlerinde irkin biyolojik bir degisken olarak
kullanilmas: literatiirde "irk diizeltmesi" (race correction) olarak bilinmektedir. Bu
uygulamanin epistemolojik kokenleri kolelik donemine ve 19. yiizyilin sézde bilimsel
irk¢iligina dayanmaktadir. 19. yiizyilda Dr. Samuel Cartwright kolelestirilmis siyahilerin
beyazlara gore dogustan %20 daha diisiik akciger kapasitesine sahip oldugunu iddia etmis ve
spirometre cihazin1 bu varsayima gore kalibre ederek koleligin dogalligimi kanitlamaya

caligmistir (Braun, 2014).

Bu tarihsel mirasin bir uzantis1 olarak bugiin nefroloji ve kardiyoloji gibi alanlarda kullanilan
birgok klinik algoritma (6rnegin eGFR - bobrek fonksiyon testi) siyahiler i¢cin beyazlardan
farkli bir normal deger hesaplamaktadir. Bu algoritmalar siyahilerin kas kiitlesinin genetik
olarak daha fazla oldugu gibi tartismali genellemelere dayanarak onlarin bdobrek
fonksiyonlarim1 yapay olarak oldugundan daha yiiksek (daha saglikli) gostermektedir. Vyas
vd. (2020) New England Journal of Medicine’de yayimlanan c¢alismalarinda bu diizeltmenin
siyahilerin kronik bobrek hastaligi tanis1 almasini zorlastirdigini ve hayati 6nem tasiyan organ
nakli bekleme listelerine girmelerini sistematik olarak geciktirdigini ortaya koymustur

(Eneanya vd., 2019).

Algoritmik ayrimciligin saglik alanindaki en ¢arpict 6rnegi Obermeyer vd. (2019) tarafindan
yayimlanan ¢aligma, ABD’de milyonlarca hastanin saglik yonetiminde kullanilan ticari bir
algoritmay1 inceleyen caligmadir. Algoritmanin temel amaci karmagik saglik ihtiyaglar1 olan
hastalar1 tespit ederek onlar1 6zel bakim programlarina yonlendirmektir. Ancak algoritmay1
tasarlayanlar, saglik ihtiyacini dogrudan 6l¢mek zor ve maliyetli oldugu i¢in bu degiskene bir

vekil veri (proxy) atamiglardir.

Modelin temelindeki varsayim, "bir hasta ne kadar hastaysa saglik sistemi onun i¢in o kadar
cok para harcar" seklindedir. Ancak bu mantik ABD saglik sistemindeki derin yapisal irk¢iligt
ve erigim engellerini goz ardi etmektedir. Siyahi hastalar sosyo-ekonomik dezavantajlar ve
saglik hizmetlerine erisimdeki zorluklar nedeniyle ayn1 hastalik seviyesindeki beyaz hastalara
gore daha az saglik harcamasi yapmaktadir. Algoritma "daha az harcama = daha saglikli"
denklemini kurdugu icin klinik olarak ¢ok hasta olan siyahi hastalar1 saglikli olarak yanlis
smiflandirmig ve onlart ihtiya¢ duyduklari bakim programinin disinda birakmistir. Calisma bu
vekil veri hatasi diizeltildiginde programa kabul edilen siyahi hasta oraninin %17,7'den

%46,5'e yilikselmesi gerektigini gdstermistir (Obermeyer vd., 2019, s. 447).

Irksal Onyargi biyometrik gozetim ve giivenlik teknolojilerinde de kendini gostermektedir.

Buolamwini ve Gebru'nun (2018) ¢igir acan "Gender Shades" arastirmasi, 6nde gelen
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teknoloji sirketlerinin (IBM, Microsoft, Face++) ticari yiiz tanima sistemlerinin agik tenli
erkekleri %99'un iizerinde bir dogrulukla tanirken koyu tenli kadinlarda hata oraninin
%?34'lere kadar c¢iktigini gostermistir (s. 77). Buolamwini bu durumu "kodlanmis bakis"
(coded gaze) olarak kavramsallastirmaktadir. Teknolojiyi gelistirenlerin (¢ogunlukla beyaz
erkekler) bakis agisi ve egitim veri setlerindeki eksik temsiliyet sistemin gdrme bigimini

belirlemektedir.

Benjamin (2019) bu durumu "Yeni Jim Code" olarak adlandirarak algoritmik gdzetimin
tarihsel 1tk ayrimciligi yasalarmin dijital bir versiyonu oldugunu savunur. Yiiz tanima
teknolojilerinin kolluk kuvvetleri tarafindan kullanimi1 yanlis teshis riskinin en yiiksek oldugu

siyahi topluluklar iizerinde orantisiz bir denetim ve haksiz tutuklama riski yaratmaktadir.

Etnik, dini ve politik azinliklarin dijital kamusal alandaki varligi platformlarin icerik
moderasyon politikalar1 ve goélge yasaklama pratikleriyle tehdit altindadir. Golge yasaklama,
bir kullanicinin igeriginin kendisine herhangi bir resmi bildirim yapilmaksizin platform
algoritmalar1 tarafindan goriinlirliiglinlin diisiiriilmesi veya tamamen goriinmez kilmmasidir

(Gillespie, 2018).

Bu pratik akademik literatiirde "dijital siirgin" (digital exile) olarak adlandirilmaktadir
(Bombaci, 2025). Kullanici, platformda teknik olarak var olmaya devam eder ancak sesi
kisilmig, etkilesimi kesilmis ve izole edilmistir. Bu durum kullanicilarda "kurumsal
gaslighting" (stiphe duyma) etkisi yaratmaktadir. Kullanicilar engellendiklerini bilmedikleri
icin sorunu kendi igeriklerinde veya yeteneklerinde aramakta ve belirsizlik iginde
birakilmaktadir. Filistinli aktivistlerin veya "Black Lives Matter" hareketiyle ilgili i¢eriklerin
herhangi bir kural ihlali olmaksizin algoritmik olarak baskilandigina dair ¢ok sayida rapor bu

goriinmez sansilir mekanizmasinin politik boyutunu gozler 6niine sermektedir.

Tablo 9: Sektorel Baglamda Algoritmik Ayrimcilik Vakalar: ve Yapisal Nedenleri

Sektor /
Uygulama Tlgili Vaka / Arastirma Algoritmik Hata Kaynag: Toplumsal Sonuc / Etik Sorun
Alam
insan Amazon ise Alim Aract Tarihsel V ert: -Ge':'g;mlstekl N rkf,k cgemen 15e Kadin adaylarin sistematik olarak
alim verilerinin "basar1 kriteri" olarak o " e .
Kaynaklar: (2014-2018) e . elenmesi; "Cam tavan"in dijitallesmesi.
ogretilmesi.
Saghk ABD Sagllk Risk Vekil Veri (Proxy): "Saglik ihtiyac1" yerine S.lyahl hastalarin daha. saglikh (disik
P Algoritmasi (Obermeyer | o . o riskli) sanilarak tedavi programlarmdan
Yonetimi Saglik harcamas1” verisinin kullanilmasi.
vd., 2019) mahrum birakilmasi.
Giivenlik / Yiiz Tan.l ma Eksik Temsil: Veri setlerinde koyu tenli kadin K"uul,f kuvetlf: n Ear'?flndan yanhs teshis
Gozetim Teknolojileri (Gender iizlerinin vetersiz bul riski; "Dijital siirgiin" ve haksiz
et Shades, 2018) yuzieriin yetersiz buiunmast. tutuklama olasilig1.
PR Google Translate & NLP Anlamsal lligkilendirme: Dlldekl. c11151yetg1 Mesleki cinsiyet stereotiplerinin yeniden
Ceviri / Dil . kaliplarin (Doktor=Erkek, Hemsire=Kadin) . . .«
Modelleri . iretimi ve kiiresel 6lgekte yayilmasi.
matematiksel olarak kodlanmasi.
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6.5. Politik iletisim, Yanki Odalari ve Algoritmik Manipiilasyon

Sosyal medya platformlar1 21. ylizy1l demokrasilerinin birincil kamusal alani olarak islev
gormektedir. Ancak Habermas’in (1989) idealize ettigi, rasyonel miizakereye ve karsilikli
anlayisa dayali kamusal alanin aksine mevcut algoritmik kamusal alan ticari ¢ikarlar ve
etkilesim odakli tasarimlar nedeniyle parcalanmig, kutuplasmis ve manipiilasyona acik bir

yapi sergilemektedir (Tufekci, 2017).

Sosyal medya platformlarinin temel i3 modeli kullanicilarin sitede gegirdigi siireyi ve
reklamlara maruz kalma oranini maksimize etmek iizerine kuruludur. Bunu saglamak i¢in
kullanilan 6neri algoritmalar1 (recommendation engines) kullanicilara hoslarina gidecek yani
kendi diinya gorislerini dogrulayacak ve duygusal tepki (6zellikle 6fke) uyandiracak
icerikleri sunmaya programlanmistir. Bu mekanizma Sunstein’in (2017) yanki odalar1 (echo
chambers) ve filtre balonlar1 (filter bubbles) olarak tanimladigi epistemolojik izolasyon

alanlarimin olusumuna yol agmaktadir (Barbera vd., 2015).

Kullanicilar siirekli olarak kendi goriiglerini destekleyen bilgilerle beslendikge karsit goriislere
karst toleranslar1 azalmakta, ortak gerceklik zemini kaybolmakta ve toplum
radikallegsmektedir. 2024 ABD sec¢imleri iizerine yapilan bir algoritmik denetim calismasi X
(Twitter) algoritmasinin hem sag hem de sol egilimli kullanicilar i¢in kendi ideolojilerine
yakin hesaplar1 orantisiz bir sekilde one ¢ikardigin1i ve karsit gorisleri filtreledigini

gostermistir (Bandy ve Diakopoulos, 2021).

Algoritmik yapilarin politik sdylem {izerindeki en ilging ve tehlikeli etkilerinden biri
Garimella vd.’nin (2018) "iki partililigin bedeli" (price of bipartisanship) olarak adlandirdigi
olgudur. Sosyal ag analizleri farkli politik goriisler arasinda koprii kurmaya ¢alisan, her iki
taraftan icerik paylasan veya tiiketen 1limli kullanicilarin algoritmalar tarafindan
odiillendirilmedigini aksine cezalandirildigini gostermektedir. Algoritmalar etkilesim olasiligt
daha yiiksek olan taraf olmay1 ve saflif1 tesvik etmekte; diyalogu, cesitliligi ve niians1 ise
baskilamaktadir. Bu durum politik merkezdeki ¢okiisii ve uclarin yiikseligini teknolojik olarak

hizlandirmaktadir.

Tiirkiye, algoritmik manipiilasyonun siyasal iletisimdeki etkilerinin en net ve sert bigimde
gozlemlendigi laboratuvar iilkelerden biridi. EPFL (Ecole Polytechnique Fédérale de
Lausanne) tarafindan yapilan kapsamli bir arastirma, Tirkiye'deki Twitter trendlerinin (TT
listesi) manipiilasyon boyutunu nicel verilerle ortaya koymustur. Calisma Tiirkiye'deki yerel

trendlerin yaklasik %47'sinin, kiiresel trendlerin ise %20'sinin sahte oldugunu yani bot aglari
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ve koordineli "astroturfing" (aldatict uygulama) saldirilar1 tarafindan olusturuldugunu tespit

etmistir (Elmas vd., 2021).

Arastirmacilar manipiilatorlerin - Twitter'in  trend algoritmasindaki bir zafiyeti (silinen
tweetlerin trend hesaplamasindan hemen diislilmemesi) istismar ettiklerini belirlemistir.
Saldirganlar binlerce bot hesaptan ayni anda tweet atip kisa siire sonra silerek higbir organik
insan etkilesimi olmadan istedikleri baslig1 listenin tepesine tagimakta ve giindemi yapay
olarak belirlemektedir. Bu durum se¢men davranisini etkilemek ve muhalif sesleri bastirmak

icin algoritmalarin nasil bir dezenformasyon silahina doniistiiriilebilecegini gostermektedir.
6.6. Hukuki Boyut, Etik Cergeve ve Duzenleme Arayiglari

Algoritmik sistemlerin toplumsal yasam {izerindeki bu derin etkileri mevcut hukuki
diizenlemelerin ve etik cergevelerin yetersizligini gozler dniine sermekte ve yeni bir dijital

anayasacilik ihtiyacini dogurmaktadir.

Tiirkiye'de veri koruma hukuku temel olarak 6698 sayil1 Kisisel Verilerin Korunmasi1 Kanunu
(KVKK) ile diizenlenmektedir. Algoritmik karar verme slirecleri acisindan en kritik
diizenleme Kanun'un 11. maddesinde yer almaktadir. S6z konusu madde ilgili kisiye "islenen
verilerin miinhasiran otomatik sistemler vasitasiyla analiz edilmesi suretiyle kisinin kendisi

aleyhine bir sonucun ortaya ¢ikmasina itiraz etme hakki" tanimaktadir (KVKK, 2016).

Hukuk literatiiriindeki hakim goriis maddedeki "miinhasiran" (sadece) ifadesinin koruma
kalkanin1 zayiflattigt yoniindedir (Yilmaz ve Tosun, 2021). Zira uygulamada bircok
algoritmik karar sembolik de olsa bir insan onay1 siirecinden gegirilerek miinhasiran otomatik
olma niteliginden ¢ikarilabilmektedir. Avrupa Birligi Genel Veri Koruma Tiiziigii'niin (GDPR)
22. maddesi, bireylere daha genis bir koruma alan1 saglarken KVKK'nin mevcut lafzi insan

miidahalesi goriintiisii altindaki algoritmik kararlar1 denetlemekte yetersiz kalabilmektedir.

Dijital hukuk normlarinin kiiresel Olgekte belirlenmesinde Oncii bir rol iistlenen Avrupa
Birligi, yakin donemde kabul ettigi "Yapay Zeka Yasas1" (EU Al Act) ile bu alandaki ilk
kapsamli ve baglayici yasal cerceveyi hayata gegirmistir (European Parliament, 2024). Yasa,
yapay zeka sistemlerini potansiyel zararlarma gore siniflandiran "risk odakli" bir yaklagimi
esas almaktadir. Bu kapsamda vatandaslarin temel haklarimi ihlal etme potansiyeli tagiyan
"kabul edilemez risk" grubundaki uygulamalar (6rnegin sosyal puanlama sistemleri ve
biyometrik manipiilasyon) yasaklanirken; saglik, egitim ve kolluk kuvvetlerinde kullanilan
"yiiksek riskli" sistemler i¢in kat1 veri yonetisimi, seffaflik ve insan gdzetimi zorunluluklari

getirilmistir.
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Tiirkiye'nin aday {ilke statiisii ve Giimriik Birligi kapsamindaki ticari entegrasyonu goz oniine
alindiginda bu diizenlemenin gii¢lii bir "Briiksel Etkisi" yaratarak ulusal mevzuat
caligmalarini dogrudan sekillendirmesi ve KVKK ile uyumlu, miistakil bir "Yapay Zeka

Cerceve Yasasi"na zemin hazirlamasi kaginilmaz goriinmektedir (Bradford, 2020).

Tiirkiye'de dezenformasyonla miicadele stratejisi kapsaminda ¢ikarilan 7418 sayili Kanun ile
Tiirk Ceza Kanunu'na (TCK) 217/A maddesi eklenmistir. "Halki yaniltici bilgiyi alenen
yayma sucu" basligini tagtyan bu diizenleme, gergege aykiri bilgiyi, kamu barisin1 bozmaya
elverigli sekilde yaymay1 hapis cezasi gerektiren bir sug¢ olarak tanimlamaktadir (Tiirk Ceza

Kanunu, 2022).

Elestirel hukuk calismalar1 ve sivil toplum raporlar1 bu yasanin sorunun asil kaynagi olan
endiistriyel boyuttaki algoritmik manipiilasyona (bot aglari, trend manipiilasyonu,
astroturfing) odaklanmak yerine bireysel kullanicilar1 ve gazetecilik faaliyetlerini hedef alma
riski tagidigini belirtmektedir (Sarsikoglu, 2024). Nitekim Kirigik vd. (2025) tarafindan
hazirlanan raporda da vurgulandigi iizere; dezenformasyonun yayilma hizi ve etkisi yasal
diizenlemelerin teknik altyap1 ile desteklenmesini zorunlu kilmaktadir. Yasa algoritmalarin
icerik One c¢ikarma mantigindaki seffaflik  sorununa de§inmemesi nedeniyle
dezenformasyonun yapisal nedenlerinden ziyade sonuglariyla ilgilenen bir diizenleme olarak

degerlendirilmektedir.

Yasal bosluklarin doldurulmasinda meslek orgiitlerinin gelistirdigi etik kodlar tamamlayic1 bir
islev gormektedir. Bilgisayar Miihendisleri Odas1 (BMO) gibi kuruluslarin yayimladig1 yapay
zeka etik ilkeleri miihendislik pratikleri i¢in somut bir yol haritas1 sunmaktadir (BMO, 2025).
Bu ilkeler temel olarak Zarar Vermeme, Seffaflik, Aciklanabilirlik ve Hesap Verebilirlik

konular1 {izerine insa edilmistir.

(Coziim Onerileri baglaminda literatiir kamu kurumlarinin kullandigi algoritmalar igin
Algoritmik Etki Degerlendirmesi zorunlulugunun getirilmesini savunmaktadir (Reisman vd.,
2018). Buna ek olarak algoritmalarin kara kutu yapisin1 denetleyebilecek, teknik donanima
sahip bagimsiz denetim mekanizmalarinin ve ihtisas mahkemelerinin kurulmasi veri

adaletinin saglanmasi adina hayati bir gereklilik olarak 6ne ¢ikmaktadir.
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YEDINCi BOLUM

iITIBAR YONETIMi VE ALGORITMIK GORUNURLUK

7.1. Dijital Donligiim ve Algoritmik Otorite

Etkili ve stirdiiriilebilir bir itibar yonetimi stratejisi, markalarin dijital ortamda proaktif bir
sekilde olumlu bir imaj olusturma cabasini icermenin yani sira, ongdriilemeyen potansiyel
krizleri tespit etmek, analiz etmek ve yonetmek icin de hayati bir gerekliliktir. Bu baglamda,
algoritmik gorlintirlik ile kurumsal itibar yOnetimi arasindaki diyalektik iligki, cagdas
pazarlama literatiiriinde en 6nemli tartisma konularindan biri haline gelmistir (Jindal, 2025).
Itibar yonetimi artik salt bir iletisim stratejisi olmaktan ¢ikmus; markalarin, iiriinlerin veya
bireylerin toplum nezdindeki imajin1 veri bilimiyle harmanlayan stratejik bir siiregler
biitiiniine evrilmigtir. Markalar, karmasik tliketici davraniglarin1 anlamak ve bu davraniglari
etkilemek adina algoritmalar araciligiyla biiyiik veriyi toplayarak itibarlarini anlik olarak
yonetmeyi hedeflemektedir (Sujon ve Dyer, 2020). Bunun yani sira, agik veri pazarlari gibi
yeni ekonomik yaklagimlar, markalarin itibarlarini gliglendirmek i¢in veri ticaretini miimkiin
kilan yeni firsat pencereleri agmaktadir (Perera vd., 2015). Bu dogrultuda, algoritmalarin
toplumsal yap1 lizerindeki doniistiiriicii etkileri itibar yonetimini daha da karmasiklastirirken,
etik kullanim ve veri gizliligi gibi kritik meseleleri de giindemin merkezine tasimaktadir (Katz

vd., 2014).

Dijital ortamda varlik gostermek, giiniimiiz isletmeleri i¢in bir tercih degil, operasyonel bir
zorunluluktur. Bu baglamda algoritmik goriiniirlilk, markalarin arama motorlar1 ve sosyal
medya platformlar1 {izerindeki itibarmi belirleyen temel dinamik ve basar1 kriteridir. Ozellikle
algoritmalarin markalar ve kitleler arasindaki etkilesimi nasil filtreledigi ve sekillendirdigi
g0z Oniine alindiginda, Arama Motoru Optimizasyonu (SEO) stratejilerinin dnemi her gegen
giin artmaktadir. Yapilan arastirmalar, isletmelerin dogru ve giincel SEO teknikleri kullanarak
web gortiniirliiklerini organik olarak artirabileceklerini ve bu sayede potansiyel miisterilere
ulagabileceklerini gostermektedir (Aul, 2011). Bunun yan1 sira, igeriklerin paylasilma hizi,
viral olma kapasitesi ve kullanict akislarindaki goriiniirliik bigimi, markalarin sosyal
medyadaki algisini derinden etkilemektedir (Gianni vd., 2017). Bu durum, sanat ve kiiltiir
alanlarinda dahi markalarin ekonomik degerinin, algoritmalarla yonetilen ve Ol¢iilen bir pazar

yapist i¢inde sekillendigini kanitlamaktadir (Perera vd., 2015).
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Bu karmasik iligkiler aginda markalarin itibar yonetimi, ¢evrimici goriiniirliikk ile dogrudan,
koparilamaz ve simbiyotik bir iliski icindedir. Giiglii ve optimize edilmis bir ¢evrimigi varlik,
olumlu bir itibarin temelini olusturur. Ancak, yonetilemeyen olumsuz yorumlar ve sikayetler
bu giiclii yapiy1 hizla zayiflatabilir ve markayr dijital bir krizin igine siirlikleyebilir. Bu
baglamda, markalarin biitiinciil itibar yOnetimi stratejileri gelistirmeleri, algoritmik
goriiniirliiklerini de siirekli optimize etmelerini gerektirmektedir. Dolayisiyla itibarin
yonetimi, modern ¢agda artik hesap verebilirlik, seffaflik, gilivenilirlik ve izlenebilirlik gibi
unsurlar etrafinda donmektedir (Pasquale, 2010). Tiiketicilerin bilin¢li ve dogru tercihler
yapabilmesi i¢in etik standartlar ile ekonomik degerlerin dengelenmesi, stirdiiriilebilir bir
dijital pazar i¢in sarttir (Gianni vd., 2017; Perera vd., 2015). Bu agidan algoritmik goriiniirliik
sadece bir teknik detay degil, itibarin insasinda ve korunmasinda merkezi bir rol oynayan

stratejik bir unsurdur.

Dijital ¢cagin 6nlenemez yiikselisi, itibar yonetiminin tarihsel ve teorik baglaminda radikal
doniistimlere yol agmigtir. Eski donemlerde itibar, sinirli cografyalar, yiiz yiize etkilesimler ve
geleneksel medya ile sinirliydi. Oysa giiniimiizde, sosyal medya ve arama motorlar1 sayesinde
siirlarin kalktigi, 7/24 yasayan dinamik bir varlik haline gelmistir. Markalarin halkla
iliskilerini giiclendirmek ve kamuoyu algilarin1 yonetmek igin verilere ve algoritmalara
dayanan sofistike stratejiler gelistirmeleri kaginilmaz olmustur. Ornegin, icerik paylasim
platformlarinin geleneksel sosyal medya dinamiklerini benimsemesi, akademik g¢evrelerde
bile kisisel markalasma (self~branding) baskisinin olusmasi, bu doniisiimiin derinligini
gostermektedir (Duffy ve Pooley, 2017). Ayrica, yapay zeka destekli algoritmalarin karar
verme siireglerine entegre edilmesi, insanlar ve kurumlar arasi iletisimi yeniden
sekillendirmektedir. Gianni vd. (2017) tarafindan vurgulandig: iizere, algoritmalar artik
sadece igerigi siralamakla kalmamakta, tiiketicilerin karsisina ¢ikan igeriklerin degerini
belirleyerek kritik bir kiirasyon rolii oynamaktadir. Bu durum, itibar yonetimini reaktif bir

stiregten, proaktif ve teknoloji odakli bir slirece doniistiirmiistiir.

Markalarin sosyal medya platformlari ve arama motorlar1 {izerinde insa ettigi dijital itibar,
biiyiikk 6lciide etkilesim oranlari, icerik kalitesi ve algi yonetimi ile iliskilidir. Itibar
yonetiminin temel bilesenleri; seffafliga dayali marka iletisimi, kullanict odakli igerik tliretimi
ve siirdiiriilebilir kullanict katilimi gibi unsurlari igerir. Itibarin siirekliligi, kullanicilarin
markalarla olan etkilesimlerinin tutarliligma ve pozitifligine dayanmakta olup, bu durum
dogrudan algoritmik goriiniirliik puanlarina yansimaktadir. Kullanici geri bildirimleri, yildiz

derecelendirmeleri ve marka ile ilgili {iretilen kullanici tiirevli igerikler (UGC), arama
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motorlar1 ve sosyal medya algoritmalar: tarafindan giiven sinyalleri olarak dikkate alinarak
markanin dijital imajin1 sekillendirmektedir. Yeterli ve etkili bir itibar yonetimi, yalnizca
olumlu deneyimlere odaklanmakla kalmaz ayni zamanda potansiyel risklerin yonetilmesini,
kriz senaryolarmin hazirlanmasin1 ve dijital dayanikliligin artirilmasii da igerir (Katz vd.,

2014).

Markalar, miisteri geri bildirimlerini aktif bir sekilde takip ederek, sikayetleri ¢ozerek ve
yorumlara yanit vererek yalnizca itibarlarin1 korumakla kalmaz, ayni zamanda etkilesim
oranini artirarak algoritmalardaki pozitif goriiniirliikklerini de maksimize edebilirler. Baxter
(2016), bu dijital doniisiim siirecinin getirdigi belirsizlikler ve karmasikliklar nedeniyle,
markalarin veri temelli ve adaptif bir yonetim stratejisi gelistirmelerinin zorunlu oldugunu

vurgulamaktadir.

Tablo 10: Geleneksel Itibar Yonetimi ile Algoritmik Itibar Miihendisligi Arasindaki Yapisal Déniisiim

Karsilastirma Kriteri | Geleneksel itibar Yonetimi Algoritmik itibar Miihendisligi

Kurumsal
editorleri.

beyanlar, geleneksel medya | Arama motoru algoritmalari, sosyal

Otorite Kaynag medya etkilegimleri.

Cok yonlii, dongiisel ve katilimci

Iletisim Yénii

Tek yonlii (Kurumdan kitleye).

(Kullanict tiirevli igerik).

Zaman Algisi

Statik ve uzun vadeli birikim.

Dinamik, anlik ve 7/24 yasayan akis.

Goriiniirliik Denetimi

Satin alman medya (Reklam) ve Halkla
Iliskiler.

SEO, algoritmik uyum ve organik
etkilesim puanlari.

Kiiresel, viral ve "yangin etkisiyle"

Kriz Yayilim Yerel/Bolgesel sinirlarla kontrol edilebilir. .
kontrolsiiz yayilim.
- i Co Biiylik veri analitigi, duygu analizi
Ol¢iimleme Anketler, kanaat dnderi goriisleri. (Sentiment Analysis).
S o . . Deepfake, bot saldirilari, golge
Etik Riskler Manipiilatif basin biiltenleri. yasaklama (Shadowban).

7.2. Algoritmik Gorunurluk Mekanizmasi: Platformlar ve Etkilesim

Dijital ortamda bireylerin, kurumlarin ve markalarin goriiniirliigii, artik editoryal se¢cimlerden
ziyade algoritmalarin etkisi altinda sekillenmektedir. Sosyal medya platformlarindan arama
motorlarina kadar her alanda, kullanicilarin igerik tiiketim big¢imleri, neyi goriip neyi
goremeyecekleri ve etkilesimleri, algoritmalar tarafindan belirlenen karmasik kural setlerine
ve onceliklere tabidir. Bu durum, markalarin itibar yonetiminde stratejik bir 6neme sahiptir.
Clinkii  algoritmalar, kullanicilarin belirli igerikleri nasil gordiigiinii, hangi siklikla
karsilastigin1 ve nasil degerlendirdigini dogrudan manipiile etme giiciine sahiptir. Ornegin,
kullanic1 verilerinin nasil toplandigi, islendigi ve kullanildig1 agisindan ortaya ¢ikan gizlilik

endiseleri, kisisellestirilmis Oneri sistemlerinin etkinligini ve kullanici giivenini sinirlayabilir
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(Aghasian vd., 2018). Dijital pazarlama siireclerinde yenilik¢i teknolojiler ve makine
ogrenmesi ile desteklenen algoritmalar, {irlin ve hizmetlerin pazarlama stratejilerini
giiclendirmekte ve hedef kitleye ulasimi optimize etmektedir (Tarasova vd., 2025). Bu
noktada seffaflik ve giiven insa etme ihtiyaci, markalarin tiiketici iligkilerini yonlendiren ve

algoritmik sadakati saglayan baglica faktorler arasinda yer almaktadir (Dias, 2025).

Ozellikle arama motoru algoritmalar1 (8rnegin  Google''n PageRank veya BERT
giincellemeleri), bir markanin goriiniirliigiinii, otoritesini ve bilinirligini dogrudan etkileyen en
giiclii unsurlar arasinda yer alir. Bu algoritmalar, kullanicilarin hangi igeriklere daha fazla ilgi
gosterdigini, sayfada kalma siirelerini ve tiklama oranlarini analiz ederek, arama sonuglarini
dinamik olarak sekillendirmektedir. itibar ydnetimi stratejileri, bu algoritmalarin teknik
gerekliliklerini dikkate alarak gelistirilmediginde, markalar dijital goriinmezlik veya

istenmeyen sonuglarla karsilagabilmektedirler.

Bu acidan markalarin itibar yonetimi, sosyal medya platformlarmin siirekli degisen
algoritmalar1 lizerinden sekillenen akig goriintirliigli ile dogrudan iligkilidir. Bu algoritmalar,
kullanicilarin gegmis etkilesim davraniglari, igerik tercihleri, sosyal grafikleri ve giincel
trendlere gore igeriklerin nasil siralandigini belirlemektedir. Dolayisiyla markalar igin
yalnizca kaliteli ve yaratict icerik iiretmek yeterli degildir. Ayn1 zamanda bu igeriklerin
algoritmalar tarafindan degerli bulunup dagitima sokulmasini saglayacak teknik kriterleri de
anlamak son derece Onemlidir. Etkili bir strateji olusturmak i¢in analiz edilen veriler ve
Olglimler, markalarin hedef Kkitlelerine daha etkili bir sekilde ulasmasini saglayarak

goriiniirligiinii artirmaktadir.

Kullanic1 etkilesimi ise bu algoritmik siirecin atesleyicisidir. Sosyal medya ve arama
motorlari, kullanicilarin begenileri, paylasimlart ve yorumlariyla sekillenen katilimer bir
algoritmik goriiniirliik mekanizmasi sunar. Ornegin, kullanicilari yogun olumlu yorumlar1 ve
yiiksek etkilesim oranlari, markalarin arama sonuglarinda ve kesfet sayfalarinda oOne
cikmalarini saglamaktadir. Ancak, kullanici davraniglar: ve geribildirimlerin etkileri yalnizca
olumlu durumlarla sinirlt degildir. Organize olmus olumsuz yorumlar (ling kampanyalari) ve
diistiik etkilesimler, markalarin itibarma zarar vererek algoritmik goriiniirliigiinii azaltabilir
(Duffy ve Pooley, 2017). Bu nedenle algilarin yonetimi, algoritmik sonuglarin dinamikleri
icerisinde hayati bir Onem tasimaktadir. Diinya genelindeki dijital icerik iiretimi ve
paylasimindaki yogun artis, bu mekanizmalarin dogru yonetilmesinin énemini her gecen giin

artirmaktadir (Ponciano vd., 2014).
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Dijital diinyada varlik gostermek ve siirdiiriilebilir bir marka itibar1 olusturmak hem etkili
icerik iiretimiyle hem de Arama Motoru Optimizasyonu (SEO) tekniklerinin bu igerikle
biitiinlesik bir sekilde uygulanmasiyla dogrudan iliskilidir. Ozellikle kaynaklar1 smirli olan
kiiciik ve orta dlcekli isletmeler (KOBI'ler), SEO uygulamalar1 sayesinde arama motorlarinda
organik goriiniirliik kazanarak potansiyel miisterilere ulasma firsatlarin1 artirmaktadir (Aul,
2011). Benzer sekilde, web spamlartyla miicadelede kullanilan yenilik¢i yoOntemler ve
algoritmik filtreler, arama motorlarinin giivenilirlik seviyesini artirmakta ve marka itibarini
manipiilatif saldirilardan korumada kritik bir rol oynamaktadir (Benczar vd., 2006). Ayrica,
dijital medya igin gelistirilmis olan Dijital Itibar Gostergesi (DRI) gibi gelismis analitik
araglar, bir markanin ¢evrimigi itibarini 6l¢mek ve degerlendirmek icin degerlidir. Bu araclar,
SEO stratejileriyle entegrasyon saglayarak goriiniirliik iizerinde olumlu ve 6Slgiilebilir etkiler

yaratabilmektedir (Trillo-Dominguez vd., 2025).

Icerik pazarlamasi, bu teknik altyapiy1 anlamlandirarak markalarin hedef kitleleriyle duygusal
ve rasyonel bag kurmalarina olanak tamir. Igerik pazarlama stratejileri, sosyal medya
algoritmalarmin degisimiyle entegre ve esnek bir bicimde calismalidir. Namratha (2025),
kullanicilarin  markalarla giiclii iliskiler kurmasina olanak saglayan igerik pazarlama
uygulamalarinin, rekabet avantaji yaratmadaki roliinii vurgularken; Aouadj (2025), hizla
degisen teknolojilere ve tiiketici beklentilerine uyum saglanmasinin 6nemini belirtmektedir.
Hueber (2024) ise sosyal dinleme (social listening) analitiginin igerik olusturma siirecinde,

tiiketici iggoriilerini yakalamadaki kritik roliine dikkat ¢ekmektedir.

Bunun yaninda dijital ekosistemler, markalarin itibar yonetimi agisindan platformlar arasi
tutarli, biitiinlesik ve senkronize bir markalasmay1 zorunlu kilar. Platformlar arasi tutarh
markalagma, igletmelerin farkli dijital ortamlar (web sitesi, mobil uygulama, sosyal medya
kanallar1) iizerindeki varliklar1 arasinda bir uyum ve mesaj birligi saglamasi agisindan
kritiktir. Tuominen (2025), igerik {ireticilerinin platforma ozgili stratejileri ve kiiltiirel
adaptasyonlarinin markanin goriiniirliigiinii artirmakla kalmayip, ayn1 zamanda giivenilirlik
yarattigin1 belirtir. TikTok gibi dinamik ve hizli tiiketilen platformlarin etkisi, markalarin
tilketicilerle etkilesim kurarak onlarin duygu baglarin1 giiclendirmesine ve daha insani bir
marka ylizii olusturmasina olanak tanir (Sulonen, 2025). Ayn1 zamanda, platformlagan is
modelleri ve dijital is giiclinlin getirdigi belirsizlikler, markalarin kendi duygu ve degerlerini

yansitma bi¢imlerine dair yeni bir bakis acis1 sunmaktadir (Karlsson, 2024).

Sosyal medya stratejileri, kullanicilarin igeriklerini yatirim portfoyleri gibi degerlendiren

finansallagmis sistemlerin ortaya ¢ikmasiyla daha karmasik hale gelmistir (Gianni vd., 2017).
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Bu baglamda, insan unsurlarca yonetilen sistemler (human-in-the-loop) ve topluluk yonetimi,
sosyal medya stratejilerinin etkinligini artirmada hala en 6nemli rolii oynamaktadir (Ponciano

vd., 2014).

Markalarin itibar yonetimi stratejilerini gelistirmek ve korumak i¢in algoritma degisikliklerini
(6rnegin Google Core Updates veya Instagram algoritma giincellemeleri) siirekli izlemeleri ve
bu degisikliklere hizla uyum saglamalar1 gerekir. Ornegin, web verilerinin cikarilmasi ve
analizi teknikleri, isletmelerin rekabet¢i bilgi sistemlerinde veri analizi yapmalarin1 ve
rakiplerine gore konumlanmalarint saglar (Ferrara vd., 2014). Mikro hizmet mimarileri ve
modiiler yazilim yapilari, algoritmalarin esnekligini ve entegrasyonu artirarak, degisen pazar
ihtiyaclara hizli yanit verme yetenegini gelistirebilir (Hassan vd., 2020). Ayrica finansal
piyasalardaki yeni gelismeler, piyasa biitiinliigli ve istikrar konularinda endiseleri artirmakta,
bu da algoritmalarin sadece pazarlama degil, finansal itibar acisindan da siirekli izlenmesini

zorunlu kilmaktadir (Clarke, 2014).
7.3. Kriz ve Algi Yonetimindeki Zorluklar ve Etik Sinirlar

Giliniimiizde dijital ortamda bilgi akismin kontrolsiiz hizlanmasi, yanlis bilgilendirme
olgusunu ve algi manipiilasyonu tehdidini beraberinde getirmistir. Ozellikle veri temelinde
islem yapan platformlar, kullanicilarin sosyal iliskilerini ve algilarini etkileyerek, bir nevi
yapay kamuoyu olusturmaktadir (Sujon ve Dyer, 2020). Yanlis bilgiler ve sahte haberler,
tilketici glivenini  sarsarak markalarin  itibarin1  derinden  zedelerken, algoritmik
goriiniirliiklerini de negatif etkilesimler nedeniyle dnemli dlgiide etkileyebilir. Sosyal medya
platformlarinda dolasan asilsiz iddialar, kullanicilar arasinda yangin etkisiyle hizla yayilmakta
ve bu da markalarin haksiz yere olumsuz bir imajla kars1 karsiya kalmasina neden olmaktadir.
Bu tiir yanilgilarin ve saldirilarin etkilerinden korunmak adina etkili kriz yonetimi ve bilgi
dogrulama stratejileri gelistirmeli, dijital ortamda seffaflik saglamak icin ¢aba gdstermelidir

(Connock, 2022).

Markalarin itibar yoOnetimi siireci, olumsuz incelemeler, sikayetler ve geri bildirimlerin
profesyonelce ele alimmasiyla yakindan iligkilidir. Sosyal medya platformlar1 ve arama
motorlari, olumsuz alginin yayilmasini hizlandirmakta, bu da markalarin genel goriiniirliigiinii
ve itibarmi tehdit etmektedir. Aragtirmalar olumsuz reklamlarin ve yorumlarin tiiketici
giivenini kalic1 olarak zedeleyebilecegini gostermektedir (Pasquale, 2010). Ancak, olumsuz
geri bildirim, dogru ve seffaf bir sekilde yonetildiginde markalara giivenilirlik ve goriiniirliik
kazandiran bir firsata da doniisebilir. Ozellikle TikTok gibi platformlarda, negatif

etkilesimlerin bile algoritma tarafindan etkilesim olarak algilanip goriiniirligi artirdigt
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gozlemlenmigtir (Ferreira, 2025). Markalar, itibarlarin1 kontrol etme ¢abasi igerisinde olumsuz
incelemeleri yapici bir dille yanitlamali ve krizleri lehlerine ¢evirmeye yonelik stratejiler
gelistirmelidir (European Commission, 2021). Algoritmik goriiniirlik, bu kriz yonetimi
stirecinde anahtar bir rol oynamaktadir (Viale Pereira vd., 2020). Ayrica, benzer spam
sayfalarinin analizine dayanan algoritmalar, kasith iiretilen sahte olumsuz icerikleri tespit

ederek markalarin korunmasina olanak tanimaktadir (Aul, 2011).

Markalarin itibar yonetimi, geleneksel yontemlerin yani sira algoritmalarin otantiklik
talepleriyle de sekillenmektedir. Algoritmalarin belirledigi goriiniirliik standartlari, markalarin
organik otantikliklerini sorgulamalarima ve bazen algoritmaya oynamak adina yapay
davraniglar sergilemelerine neden olmaktadir. Yenny vd. (2023)’nin ¢aligsmasi, dijital halkla
iligkiler stratejilerinin manipiilatif dogasim1 (bot kullanimi, sahte yorumlar vb.) ele alarak,
itibar krizlerinin artisin1i ve bu durumun tiiketici algist iizerindeki yikici etkilerini ortaya
koymustur. Ayrica Bhatt (2025), tiiketicilerin stirekli dijital takip altinda olmasinin markalarla
olan giiven iligkilerini nasil zedeledigini ortaya koyar. Gushchin (2025), influencer
pazarlamasi {izerinden otantiklik ile stratejik ticari kararlar arasindaki gerilimi inceleyerek,
markalarin giiclii bir itibar olusturmak icin daha seffaf ve etik yaklasimlar benimsemesi
gerektigini savunur. itibar yonetiminde etik degerlendirmeler, markalarin algoritmalara
entegre etmek zorunda olduklar1 degerler biitiinlidiir. Algoritmik Onyargilar ve veri gizliligi
ihlalleri, markalarin itibarlarin1 zedelerken yeni etik ikilemler ortaya ¢ikarir (Akter, 2025).
Sonug olarak etik unsurlarin géz 6niinde bulundurulmasi, markalarin siirdiiriilebilir bir itibar

insast i¢in kritik bir 6n sarttir (Vashista vd., 2023; Rasoolidoost vd., 2025).

Akademik c¢alismalar, dijital platformlar iizerindeki gOriiniirligiin, markalarin itibar
yonetiminde arttk yan bir unsur degil belirleyici bir rol oynadigini gostermektedir.
Kullanicilarin algilari, arama motorlar1 ve sosyal medya algoritmalar: araciligiyla inga edilen
ve filtrelenen imajlar tarafindan sekillendirilmektedir. Ancak bu siirecte, itibarin siirdiiriilebilir
yonetimi i¢in yalnizca algoritmik verilere ve dlgiimlere dayanmak yetersiz kalmaktadir. Insan
etkilesimleri, kiiltlirel niianslar ve topluluk dinamikleri de dikkate alinmalidir (Ponciano vd.,
2014). FinBot gibi dijital araclarin finansal kararlari otonom verebilmesi, itibarin bir emtia
olarak ticaretine dair yeni firsatlar sunarken, etik ve kiiltiirel degerlerin piyasa dinamikleriyle
catismasini da gozler Oniline sermektedir (Gianni vd., 2017). Dijital doniisiim siiregleri,
markalarin itibar yonetiminde merkezi bir rol oynamakta ve siirekli degisen algoritmalara
cevik bir sekilde adapte olmay1 gerektirmektedir (Aouadj, 2025). Bu durum, markalarin itibar

ve gorlniirliik arasindaki bagin pekistigini gostermektedir ve bu bag, Kurumsal Sosyal
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Sorumluluk uygulamalar1 ile etik iletisimi de kapsayacak sekilde genislemektedir
(Diefenhardt, 2024; Lipare, 2023). Dolayisiyla kurumlar i¢in itibar ve goriiniirlik yonetimi,
inovasyon ve ¢eviklik gerektiren siirekli bir mekanizma haline gelmektedir (Schlott ve

Gaenssle, 2025).

Dijital ortamin evrimi, bireylerin ve markalarin itibar yonetiminde koklii ve geri doniilemez
degisiklikler yaratmaktadir. Gelecekteki trendler, algoritmalarin dinamiklerini daha
derinlemesine anlamay1, yapay zeka destekli analizleri kullanmay1 ve etkilesimleri proaktif
yonetmeyi gerektirecektir. Ozellikle Sujon ve Dyer (2020) bu siiregte, iletisimin asir1
ticarilesmesinin toplumsal giiven i¢in bir tehdit olusturdugunu vurgular. Gianni vd. (2017) ise
finansal robotlar araciligiyla igerik ve itibarin piyasa dinamikleriyle yeniden sekillendigini ve
itibarin 6lgiilebilir bir varlik haline geldigini belirtir. Bu robotlarin ve algoritmalarin karar
verme siiregleri, algoritmik gorliniirliiglin toplumda yarattig1 etkiyi derinlestirerek, kiiltiirel ve

etik degerlerin ekonomik parametrelerle ¢atisma alanlarini genisletmektedir.

Sonu¢ olarak, degisen dijital ortamda itibar1 yOnetmek, yalnizca mevcut stratejilere
dayanmakla kalmayip, ayn1 zamanda yeni gelisen yapay zeka algoritmalarina uyum saglamay1
da gerektirmektedir (Viale Pereira vd., 2020; Katz vd., 2014). Isletmelerin daha giiclii ve
dayanikli bir dijital varlik olusturabilmesi i¢in acil bir eylem c¢abasinda bulunmalari

gerekmektedir.

Ozellikle, biiyiik teknoloji firmalarinm itibar yonetimi {izerindeki tekelci etkileri, antitrdst
yasalarmin ve diizenleyici g¢ergevelerin yeniden gdézden gegirilmesini zorunlu kilmaktadir
(Wolfe, 2020). Platform aracilifiyla calisanlarin sosyal giivenceleri, veri yoOnetimi ve
algoritmik seffaflik konularinda da isletmelere yol gosterecek anahtar noktalarin ve yasal
standartlarin belirlenmesi gerekmektedir (Bock vd., 2016). Isletmeler ve bireyler, ancak bu
biitiinciil, etik ve stratejik yaklasimlari benimseyerek dijital goriiniirliiklerini artirabilir ve

uzun vadeli basarilarini glivence altina alabilirler.
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SEKiziNCi BOLUM

DiJITAL PLATFORMLARDA YASAL DUZENLEME TARTISMALARI

8.1. Algoritmik Diizenlemenin Kavramsal Cergevesi

Dijital platformlarin etkin sekilde diizenlenmesi giiniimiiz toplumlarinin siirdiiriilebilirligi
acisindan giderek daha kritik bir 6nem kazanmaktadir. Bu baglamda o6zellikle Avrupa
Birligi’nin ortaya koydugu Dijital Hizmetler Yasasi (Digital Services Act-DSA), Genel Veri
Koruma Tiizligli (General Data Protection Regulation-GDPR) ve yapay zeka diizenlemeleri
kiiresel 6lgekte ilgi uyandiran ¢ok katmanli bir yasal yaklagimi temsil etmektedir. S6z konusu
yasalar teknolojik altyapinin yani sira platform isciliginin artisiyla beliren ¢alisma kosullar1 ve
sosyal koruma yetersizlikleri gibi sosyo-ekonomik zorluklar1 da kapsayacak sekilde
kurgulanmistir (Urzi Brancati vd., 2020). Literatiire bakildiginda 6rnegin De Groen vd. (2018)
bu alandaki oncii yasal diizenlemelerin gerekliligini vurgularken Ertan (2024) yapay zeka

teknolojilerinin politika olugturma siireclerini nasil doniistiirdiigiinii irdelemektedir.

Diger taraftan yapay zekanin e-ticaret sektdriindeki artan rolii; veri gizliligi, adalet ve seffaflik
gibi derin etik sorunlar1 beraberinde getirmektedir. Venkatesan vd. (2025) bu sorunlarin salt
teknik acidan degil bir diizenleme perspektifinden nasil ele alinmasi gerektigine dair 6nemli
ipuclart sunmaktadir. Algoritmik diizenleme dijital platformlarin operasyonel isleyisini
yonlendiren, denetleyen ve standartlastiran sistematik bir gerceve olarak tanimlanabilir. Bu
cercevenin temel amaci algoritmalarin tasarimindan uygulanmasina kadar tiim asamalarinda
seffafligl, etik standartlar1 ve kullanici haklarinin korunmasini giivence altina almaktir
(Micheli vd., 2023). Ozellikle Avrupa Birligi'nin Dijital Hizmetler Yasas1 (DSA) ve Veri
Koruma Yasast (GDPR) ekseninde algoritmik sistemlerin toplumsal etkileri ve hukuksal

boyutlar1 derinlemesine incelemeye tabi tutulmaktadir.

Ornegin otomatik moderasyon veya is dagitimi gibi algoritmik karar alma siireclerinin toplum
tizerindeki biitiinctil etkileri kisisel verilerin korunmasi gibi temel anayasal haklarin ihlali
riskini dogurmaktadir (Sfetcu, 2025). Buna ek olarak "gig ekonomisi" veya platform isciligi
olarak adlandirilan yeni i modellerinin kamu politikalar1 iizerindeki dontstiiriicti etkileri de
yasa yapicilar tarafindan dikkatle g6z Oniinde bulundurulmalidir (Vandaele ve Rainone,
2025). Yapay zeka ve siber gilivenlik alanindaki bas dondiiriicii gelismeler algoritmik

diizenleme meselesini daha karmasik ve ¢ok boyutlu hale getirmektedir (Fantin vd., 2020).
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Dijital dezenformasyonun demokratik siirecleri tehdit etmesi ise bu tiir diizenleyici

miidahalelerin mesruiyetini ve gerekliligini zorunlu kilmaktadir (Bayer vd., 2019).

Modern toplum yapisinda dijital platformlar sosyal dinamikleri yeniden sekillendirirken is
giicii piyasalar1 lizerinde de koklii degisikliklere yol agmaktadir. Dijitallesme dalgasiyla ortaya
cikan platform isciligi, geleneksel "8-5 mesai" kavraminin ve klasik istthdam bigimlerinin
Otesine gegerek hem isverenler hem de hizmet sunucular i¢in esnek firsatlar yaratmaktadir
(Urzi Brancati vd., 2020). Ancak bu yapisal gecis beraberinde ¢6ziim bekleyen ciddi
zorluklar1 getirmektedir. Is giivencesi, ¢alisma kosullar1 ve sosyal koruma semsiyesinin
kapsami gibi konular dijital platformlarin hizla yayginlagmasiyla birlikte sosyal politikanin

merkezine oturmustur (De Groen vd., 2018).

Avrupa genelindeki dijital ekonominin kalict etkileri kamu politikalarinin bu hizli degisimlere
nasil adapte olmas1 gerektigini net sekilde hatirlatmaktadir (Dhéret ve Roden, 2016). Ayrica
biiyiik veri analitigi ve algoritmalarin kullanimi1 ekonominin 6tesinde egitim sistemlerinin ve
sosyal politika stratejilerinin belirlenmesinde de belirleyici rol oynamaya baslamistir (Berendt
vd., 2017). Dolayisiyla dijital platformlarin diizenlenmesi meselesi ekonomik bir regiilasyon
olmanin 6tesinde toplumsal boyutlar1 da igeren karmasik bir iligki aginin yonetilmesidir (Viale

Pereira vd., 2020).
8.2. Avrupa Birliginin Duzenleyici Cercevesine Genel Bakig

Avrupa Birligi dijital platformlarin kaotik biiylimesini disipline etmek adina kapsamli bir
diizenleyici cerceve sunmayi stratejik hedef olarak belirlemistir. Bu amag¢ dogrultusunda
ozellikle veri koruma yasalar1 ve yapay zekd diizenlemeleri gibi alanlarda 6ncli adimlar
atilmigtir. S6z konusu diizenlemeler dijital ekosistemde ortaya ¢ikan yeni nesil zorluklarla
basa c¢ikmak iizere tasarlanmistir. Ornegin algoritmik yonetim ve bunun platform iscileri
iizerindeki baskict etkileri dikkate alinarak sosyal koruma ve adil ¢calisma kosullarina yonelik
Ozel stratejiler gelistirilmistir. Bu alandaki en somut ve giincel adimlardan biri siiphesiz AB

Platform Caligmasi Direktifi'dir (Rainone ve Aloisi, 2024; Countouris ve De Stefano, 2025).

Egitim sistemlerinde biiylik verinin kullanim1 ve kanita dayali politikalarin gelistirilmesinde
veri gegerliligini artirma c¢abalari da Avrupa’nin dijital gelisim vizyonunu destekleyen
unsurlardir (Berendt vd., 2017). Ancak basarimin anahtart AB’nin isgiicii piyasalarindaki bu
doniistimii yonlendirme c¢abalarinda ve mevcut yasal ¢ergevenin yeni diinyanin dinamiklerine
ne Olclide uyum saglayabileceginde yatmaktadir (Dhéret ve Roden, 2016). Bu baglamda

yapay zeka alaninda alman Onlemler hem Avrupa’nin kiiresel rekabetgi konumunu
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giiclendirmeyi hem de teknolojinin insan merkezli ve sorumlu kullanimini tesvik etmeyi

amaglamaktadir (Csernatoni, 2019).
8.2.1. Avrupa Birligi Dijital Hizmetler Yasasi (DSA)

Avrupa Birligi Dijital Hizmetler Yasas1 (DSA) dijital platformlarin sorumluluklarini yeniden
tanimlayan devrim niteliginde bir ¢er¢eve sunmaktadir. Yasa bilgi akisinin ve veri yonetiminin
sosyal, ekonomik ve Kkiiltiirel alanlardaki derin etkilerini goéz Oniinde bulundurarak
hazirlanmistir. DSA aract hizmet saglayicilarin sorumluluklarini netlestirirken algoritmik
diizenlemelerin seffaflik gereksinimlerini de giiclii sekilde giindeme getirmektedir (Sloane ve

Wiillhorst, 2025).

DSA'nin getirdigi en kritik yeniliklerden biri Cok Biiylik Cevrimici Platformlar (VLOPs) i¢in
bagimsiz denetim mekanizmalarmin zorunlu kilinmasi ve sivil toplumun goézetim siirecine
katiliminin tesvik edilmesidir. Ancak mevcut literatiirde DSA'nin sundugu denetim ve veri
erisimi imkanlarinin pratikte smirli kalabilecegi one siiriilmektedir. Ozellikle sivil toplum
kuruluslar1 ve bagimsiz arastirmacilar i¢in kara kutu olarak nitelendirilen algoritmalara yeterli
veri erisim mekanizmalarinin bulunmadigi elestirisi yapilmaktadir (Hartmann vd., 2024).
Ayrica DSA ile birlikte yiiriirliige giren diger diizenlemeler arasinda kullanicilar i¢in etkili bir
itiraz ve ¢0ziim mekanizmasi saglama ihtiyaci dikkat ¢ekmektedir (De Gregorio ve Demkova,
2024). DSA dijital platformlardaki algoritmik diizenlemeleri kagit {izerinde gii¢lendirse de bu
diizenlemelerin sahada etkili isleyebilmesi i¢in daha fazla seffaflik ve paydaslar arasi is birligi

sarttir (Correia de Carvalho, 2025).

DSA'nin temel hedefleri dijital platformlarin isleyisini seffaflastirmak ve kullanict gilivenini
yeniden tesis etmektir. Yasa platform is¢ileri ve kullanicilar arasindaki asimetrik etkilesimleri
diizenleyerek adil calisma kosullariin saglanmasi gerektigini vurgular. Bu baglamda DSA'nin
veri koruma yasalar1 ve yapay zeka diizenlemeleri ile entegre bigimde ¢alismasi kullanicilarin
mahremiyetini koruma amacini giiclendirir. Egitim sistemlerinde biiyiik verinin etkisi iizerine
yapilan aragtirmalar bu tiir dijital platformlarin yonetiminde dikkat edilmesi gereken hassas
hususlar1 giin yiiziine ¢ikarmaktadir (Berendt vd., 2017). Bu nedenle DSA is diinyasini bastan
asag1 degistiren bu dinamikleri gozeterek Avrupa icin ¢ok daha kapsayici bir dijital gelecek
insa etmeyi hedeflemelidir (Dhéret ve Roden, 2016).

Aslinda DSA AB'nin dijital platformlar tizerindeki algoritmik diizenlemelerini iceren genis bir

cerceve sunar. Kapsami icerik moderasyonuyla sinirli kalmayip kullanict ve {iriin glivenligini
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de artirmay1 hedefler. Ancak bu iddiali diizenlemenin uygulanabilirligi iizerine yapilan

degerlendirmeler ¢esitli zorluklar1 ortaya koymaktadir.

Ornegin platform isciligi gibi hibrit is bicimlerinin sosyal koruma eksiklikleri géz Oniine
alindiginda De Groen vd. (2018), DSA'nin halihazirdaki is hukuku diizenlemelerine nasil
entegre edilebilecegi sorusunu glindeme getirmektedir. Veri koruma yasalariyla (6rnegin
GDPR) tam uyumlu hale getirilmesi geregi de veri giivenligi agisindan hayati 6énem tagir
(Déhmann vd., 2016). Renda (2018) gibi arastirmalar ise ¢evrimi¢i dezenformasyonla basa
cikabilmek i¢in ¢ok daha etkin bir medya politikast gelistirilmesi gerektigini vurgulamaktadir.
Son olarak DSA'nin potansiyeli egitim sistemleri ilizerindeki biiyiik veri etkileri (Berendt vd.,
2017) ve giincel seffaflik zorunluluklar1 (Sloane ve Wiillhorst, 2025) kapsaminda incelenerek

en st diizeye ¢ikarilmalidir.

Algoritmik seffaflik dijital platformlarin diizenlenmesinde en kritik yap1 taslarindan biridir.
Bu kavram kullanicilarin kendilerine sunulan icerigin veya alinan kararlarin arkasindaki
algoritmik mantiga dair bilgi sahibi olmasint amaglar (Micheli vd., 2023). GDPR kullanicilara
"aciklama hakki" sunarak algoritmik karar siireclerini daha ac¢ik hale getirmeyi
hedeflemektedir. Ancak bu hakka dayali olarak saglanan aciklamalar teknik karmagiklik
nedeniyle ¢cogu zaman tatmin edici olmayabilir. Zira derin 6grenme ve makine Ogrenimi
algoritmalarmin kara kutu yapilari siradan kullanicilar i¢in anlamli bilgiler saglama

konusunda sinirlidir (Setianingrum vd., 2024).

Ayrica sosyal medya platformlart kullanict verilerini toplayarak mikro hedefleme ile
ozellestirilmis igerikler sunarken gizlilik ve manipiilasyon konularinda 6nemli sorunlar
giindeme gelmektedir (Edwards ve Veale, 2017). Bu baglamda algoritmalarin kullanimi
yalnizca bilgilendirilmis kullanici onayr ile miimkiin oldugu siirece yasal ve etik zemin
bulabilir. Boylelikle algoritmik seffaflik ve kullanict haklar1 yasal hazirlik siirecinde dikkat

edilmesi gereken ana hususlar olarak 6ne ¢ikmaktadir (Fantin vd., 2020).
8.2.2. AB'deki Veri Koruma Yasasi (GDPR) ve Etkileri

AB'deki Veri Koruma Yasast (GDPR) kisisel verilerin islenmesi ve serbest dolagimi
konularinda kiiresel standart belirlemisti. Bu yasa dijital platformlarda algoritmik
diizenlemelerin de temelini olusturur. GDPR bireylerin mahremiyet haklarin1 korumak
amaciyla veri isleme siireclerine kat1 kurallar getirirken veri kullanimryla ilgili etik sorunlara
da deginmektedir. Ozellikle veri isleme siireclerinin seffafligi, "unutulma hakki" ve

kullanicilarin agik rizasmi alma zorunlulugu gibi ilkelerle dijital platform sahiplerine agir
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sorumluluklar yiliklemektedir (Micheli vd., 2023). Bu durum veriye dayali yonetim
sistemlerine tabi olan platform is¢ilerinin haklarinin korunmasi agisindan da biiylik 6nem
tagimaktadir (Sfetcu, 2025). Ayrica biiylik verinin egitim sistemleri {izerindeki etkileri ve bu
verilere dayali politikalar veri koruma yasalarinin uygulanabilirligini gili¢lendirmektedir
(Berendt vd., 2017). Boylelikle GDPR bireysel haklarin korunmasinin yani sira siirdiiriilebilir
bir dijital ekonominin ingasinda da kritik rol oynamaktadir (De Groen vd., 2018; Fantin vd.,

2020).

GDPR veri koruma uygulamalarini harmonize ederek bireylerin mahremiyet haklarini
giivence altina almay1 hedefler. Ozellikle algoritmalarm kullammindaki artis GDPR'nin
gerekliliklerini daha da giincel hale getirmistir. Ancak bazi arastirmalar bir¢ok kurulusun
GDPR ile hala tam uyumlu olmadigin1 ortaya koymaktadir. Ayrica Algoritmik Adalet, Hesap
Verebilirlik ve Seffaflik (FAT) ilkelerinin 0neminin yeterince anlasilamadigi ve pratige
dokiilemedigi belirtilmektedir (Addis ve Kutar, 2019). GDPR’1n sagladig1 "agiklama hakki"
gibi mekanizmalarin algoritmik zararlara karsi etkili ¢6ziim sunacagi seklindeki beklentiler
teknik ve hukuki sinirlamalarla karsilagabilmektedir (Edwards ve Veale, 2017). Bu ¢ergevede
platform iscileri lizerindeki etkileri anmak Onemlidir; zira algoritmik yonetim altindaki bu
yeni c¢alisma bi¢imi veri koruma agisindan gri alanlar barindirmaktadir (Countouris ve De
Stefano, 2025). GDPR'in mevcut cergevesi baslangic noktasi saglasa da algoritmalarin daha

insan merkezli hale gelmesi i¢in ek 6nlemler gerekmektedir (Berendt vd., 2017).

Algoritmik diizenlemeye yonelik veri koruma ilkeleri dijital platformlarda kullanici
mahremiyetini koruma agisindan merkezi rol oynar. Son yillarda AB'nin dijital hizmetler
alaninda ortaya koydugu diizenlemelerle birlikte algoritmalarin seffafligi ve sorumlulugu en
onemli tartisma konusu haline gelmistir (Sloane ve Wiillhorst, 2025). Bu baglamda DSA
algoritmalarin icerik diizenlemesi ve Oneri sistemleri gibi islevlerini denetlemeye yonelik yeni

kurallar getirmektedir (Pleskach, 2025).

Kullanici verilerinin toplanmasi ve hedefli reklameciligin seffafligi konusundaki belirsizlikler
tilketiciler arasinda giivensizlik yaratmakta ve bu durum algoritmik diizenlemelere olan
ihtiyact artirmaktadir (Kandov, 2025). Bununla birlikte Yapay Zeka Yasasinin mevcut
diizenlemeleri bazi agilardan yetersiz kalmakta ve yaniltici igeriklerin yayilmasini énlemede
eksiklikler tasimaktadir (Sabina vd., 2025). Bu nedenle algoritmik diizenlemelerin etkin

sekilde yapilmasi i¢in mevcut yasalarin siirekli gozden gegirilmesi elzemdir (Aydemir, 2025).

Kullanici onay1 ve veri isleme gereklilikleri dijital platformlarin mesruiyeti agisindan kritik

oneme sahiptir. AB yasalar1 ¢er¢evesinde kullanicilarin kisisel verilerine iliskin haklar1 ve bu
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verilerin islenme sartlar1 platformlar arasi rekabeti ve veri gizliligini dogrudan etkiler.
Ozellikle mobil uygulamalarin is modelinin kullanic1 verilerinin siirekli toplanmasi ve
ticarilestirilmesine olan bagimlilig1 bu platformlarin kullanicilar iizerindeki gozetim etkilerini
derinlemesine incelemeyi gerektirmektedir (Fathaigh vd., 2018). Bununla birlikte yapay
zekanin giivenligi ve etik kullanimina yonelik ¢alismalar kullanict verileriyle etkilesime gegen
sistemlerin  giivenilirligini artirmak amaciyla gelistirilmistir  (Fantin vd., 2020).
Bilgilendirilmis Riza ilkesi veri isleme gereklilikleri ile birlestiginde dijital ekosistem iginde
veri koruma ve kullanici gizliligini saglamaya yonelik temel zemini olusturmaktadir (Noto La

Diega, 2017).

DSA ve GDPR bireylerin verilerini koruma hakkini giiclendirmekte ve kisisel bilgileri
tizerinde daha fazla kontrol sahibi olmalarini saglamaktadir. Bu baglamda kullanicilarin veri
toplama yontemlerine dair net sekilde bilgilendirilmesi ve verilerinin nasil kullanilacagi
konusunda tam seffaflik saglanmasi gerekmektedir (Micheli vd., 2023). Ilgili yasalar
kullanicilarin veri iizerindeki haklarini (erisim, diizeltme, silme talepleri gibi) somut hale
getirirken algoritmik diizenlemelerin etik boyutlarini da ele almaktadir. Bu durum bireylerin
haklarin1 korumanin yani sira dijital platformlarda giivenilirlik olusturma baglaminda da kritik

rol oynamaktadir (Sabina vd., 2025; Habibulloh, 2025; Rahman, 2025; Ejiofor vd., 2025).
8.3. Turkiye'de Kisisel Verilerin Korunmasi (KVKK)

Dijital platformlarin diizenlenmesi tartismalarinda AB'min GDPR'ma paralel bir yap1 olarak
2016 yilinda kabul edilen 6698 sayili Kisisel Verilerin Korunmasi Kanunu (KVKK)
Tiirkiye'nin veri koruma rejiminin temel tasini olusturmaktadir (Olca ve Can, 2024).
KVKK'nin temel amaci kigisel verilerin islenmesi sirasinda kisilerin temel hak ve
ozgiirliklerini, Ozellikle ©zel hayatin gizliligini korumak ve veri sorumlularinin

yiikiimliiliiklerini tanimlamaktir (Bilgig, 2024).

KVKK kisisel verilerin toplanmasi, islenmesi, saklanmasi ve imha edilmesi siireclerine sik1
kurallar getirmistir. Kanun; veri islemenin hukuka ve diiriistliik kurallarina uygun olmasi,
verilerin belirli, agik ve mesru amaglar i¢in islenmesi, islendikleri amagla baglantili, sinirli ve
oOl¢iilii olmast gibi temel ilkeleri zorunlu kilar (Bilgic, 2024). Bu durum 6zellikle algoritmik
sistemler araciligiyla otomatik veri isleme ve karar alma siireclerini yiiriiten dijital platformlar
icin kritik bir uyum zorunlulugu dogurmustur. Organizasyonlar insan kaynaklari
departmanlarindan pazarlama faaliyetlerine kadar her alanda veri yonetimi politikalarini

KVKK'ya uyumlu hale getirmekle yiikiimlii kilinmistir (Celiksoy ve Akga, 2024).
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KVKK biiyiik 6l¢iide AB'nin eski veri koruma direktifini (95/46/EC) temel alsa da AB'nin
giincel diizenlemesi olan GDPR ile sik¢a karsilagtirllmaktadir (Ekmekei vd., 2024). Her iki
yasal ¢erceve de dijital diinyada kisisel verilerin korunmasin1 amaglayan temel diizenlemeler
olarak kabul edilmektedir (Ekmek¢i vd., 2024; Dilsiz, 2021). Dijital platformlarin
kullanicilara daha iyi hizmet sunmak ve karlhiliklarini artirmak amaciyla yiiriittigii veri
toplama, analiz etme ve kisisellestirme faaliyetleri her iki yasanin da odak noktasindadir
(Dilsiz, 2021). Bu nedenle uluslararasi faaliyet gosteren platformlar i¢in hem KVKK hem de
GDPR kapsaminda ¢ift yonlii uyum siireclerinin yonetilmesi zorunlu hale gelmistir (Altintas

ve Barkus, 2023).

Algoritmik diizenleme tartigmalar1 agisindan KVKK'nin en kritik yonlerinden biri Kanun'un
temel ilkeleri ile 28. maddede belirtilen istisnalar arasindaki hassas dengedir (Bilgic, 2024).
KVKK'nin 28. Maddesi; kamu giivenligi, ekonomik giivenlik veya istihbarat gibi gerekgelerle
veri isleme faaliyetlerinde belirli muafiyetler tanimaktadir. Giiniimiizde devletler veya biiyiik
platformlar tarafindan kullanilan karmasik algoritmik karar destek sistemleri potansiyel olarak
bu istisnalar kapsamina girebilir. Ancak bu durum "temel hak ve 6zgiirliiklerin korunmasi"
ilkesi ile "kamu yarar" arasinda gerilim yaratmaktadir. Uygulamada bu istisnalarin kanunun
genel ilkeleriyle nasil dengelenecegi algoritmik sistemlerin denetimi agisindan hukuki bir

zorluk ve 6nemli bir tartigma alan1 olarak durmaktadir (Bilgic, 2024).
8.4. Yapay Zeka Duzenlemeleri

Yapay zeka diizenlemeleri dijital platformlar {izerindeki algoritmik diizenlemelerin
merkezinde yer almaktadir. Avrupa Birligi'nin Yapay Zeka Yasas1t (AIA) ozellikle ytiksek
riskli AT sistemleri icin insan gozetimini zorunlu kilarak etik ve yasal uyumu temin etmeyi
amaglamaktadir (Hartmann vd., 2024). Bu diizenleme kritik kararlarin tamamen makinelere
birakilamayacagini ve insan faktoriiniin Onemini One ¢ikarmaktadir. Aynm1 zamanda
hedeflenmis reklamciligin seffafligina yonelik diizenlemelerin aciliyeti tiiketicilerin
verilerinin nasil toplandig1 konusundaki belirsizliklere 151k tutmaktadir (Sabina vd., 2025).
Avrupa'daki diizenlemeler gizlilik ve veri giivenligi skandallar1 gibi problemleri ¢6zmek
amaciyla gelistirilen denetim mekanizmalar1 aracilifiyla daha giivenli bir ag toplumu

olusturmaya ¢abalamaktadir (Aydemir, 2025).

Avrupa Birligi yapay zeka diizenlemeleri konusunda kiiresel standartlar1 belirleyici adimlar
atmay1 hedeflemektedir. Bu diizenlemeler algoritmik denetimlerin gelistirilmesine katki
saglarken elde edilen verilerin sorumlu sekilde kullanilmasini da sart kogsmaktadir (Micheli

vd., 2023). Yapay zeka teknolojilerinin hizli gelisimi platform is¢ilerinin ¢alisma kosullar1 ve



82 ALGORITMIK ILETISIM VE HALKLA iLiSKILER: ETiK, ETKi VE DUZENLEME TARTISMALARI

sosyal koruma gibi konularda 6nemli zorluklar ortaya ¢ikarmaktadir. Bu zorluklara yanit
olarak AB Platform Caligmas1 Direktifi gibi yan mevzuatlar gelistirilmistir (Countouris ve De
Stefano, 2025). Egitim sistemlerinin izlenmesinde biiyiik verilerin rolii (Berendt vd., 2017) ve

sosyal medya platformlarinin yasal uyumu (Bayer vd., 2019) bu vizyonun kritik pargalaridir.

Yapay zeka sistemlerinin risk temelinde siniflandirilmast AB diizenlemelerinin bel kemigini
olusturur. Bu siniflandirma YZ sistemlerinin potansiyel tehlikelerini (kabul edilemez risk,
yiiksek risk, smurli risk) ve diizenleyici yiikiimliiliiklerini belirlemeye yardimci olurken
seffaflik gereksinimlerini de tanimlar (Sloane ve Wiillhorst, 2025). Bdylece kullanici
haklarinin korunmasi hedeflenmektedir. Ancak bu diizenlemelerin etkisinin artirilmasi i¢in
hem yasa yapicilarin hem de platform isletmecilerinin siki is birligi icinde olmasi sarttir. Zira
bu sistemlerin yanlig yonetilmesi bireylerin mahremiyetini ihlal edebilir ve sistematik

ayrimcilia yol acabilir (Berendt vd., 2017; Aloisi ve De Stefano, 2023).

Yiiksek riskli yapay zeka uygulamalar1 (6rnegin ise alim algoritmalari, kredi skorlamasi)
bireylerin hayatini dogrudan etkileyebilecegi i¢in ciddi dikkat gerektirmektedir. Bu baglamda
giivenilir yapay zeka ic¢in belirlenen veri kalitesi, dokiimantasyon ve insan gozetimi gibi
gerekliliklerin titizlikle uygulanmasi zaruridir (Micheli vd., 2023). Ornegin egitim
sistemlerinin izlenmesi iizerine yapilan aragtirmalar biiyiik verinin etkin kullaniminin yani sira
ogrencilerin mahremiyetini koruma ve esitlik saglama hususlarini giindeme getirmektedir
(Berendt vd., 2017). Ayrica yapay zekd ve siber giivenlik arasindaki iliskiyi inceleyen
caligmalar yiiksek riskli uygulamalar i¢in etik ve yonetisim zorluklarini ele almaktadir (Fantin

vd., 2020).

Yapay zeka diizenlemesindeki etik hususlar teknolojinin toplumsal kabulii agisindan kritiktir.
Egitim sistemlerinde veya ise alimlarda biiyiikk verilerin kullanimi verimlilik saglarken
bireylerin mahremiyetini tehdit edebilir ve firsat esitligiyle celisebilir (Berendt vd., 2017).
Yasal cergeveler olusturulurken yapay zekanin siber giivenlik alanindaki ¢ift yonlii rolii (hem
tehdit hem savunma araci olmasi) géz Oniinde bulundurulmalidir (Fantin vd., 2020).
Globallesme ve dijitallesmenin is giicii lizerindeki etkileri diizenlemelerin insan odakli olmasi
gerektigini vurgulamaktadir (Dhéret ve Roden, 2016). Bu baglamda etik ilkelerle uyumlu bir
yol haritas1 olusturmak sadece mevzuat meselesi degil toplumsal bir sorumluluktur (Lomas ve

McLeod, 2020).
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Tablo 11: Avrupa Birligi Dijital Diizenleme Cergevesinin Karsilastirmali Analizi

Diizenleme Temel Odak Noktasi Ana Mekanizma ve Hedeflenen Etki
(Kisaltma) Kavramlar
GDPR (Genel Veri | Veri Mahremiyeti ve Ak riza, .unutulma ]':%lreylerln. kigisel Verll e
e ; hakki, veri iizerindeki kontroliinii saglamak
Koruma Tiiziigii) Isleme . S e
minimizasyonu. ve veri giivenligini artirmak.
Cok Biiyiik Cevrimigi oL . .o
DSA (Dijital Igerik Moderasyonu ve Platformlar (VLOPs), Ceerlml(;l ortamda givenligi
. - .o | saglamak, dezenformasyonu
Hizmetler Yasasi) | Platform Sorumlulugu yasa dist igerik bildirimi, | . -
: S onlemek ve seffafligi artirmak.
risk denetimi.
Esik Bekgileri
DMA (Dijital Piyasa Rekabeti ve (Gateke;ep ?rvs.)’ vert ]..)lj ital plyasalnarsl a tca.lfel.lesme.yll
. tasinabilirligi, kendi onlemek ve kiigiik girisimler i¢in
Pazarlar Yasasi) Ekonomik Adalet . . .
hizmetini kayirma adil rekabet ortami yaratmak.
yasagl.
Risk tabanh Yapay zeka sistemlerinin temel
Al Act (Yapay Algoritmik Giivenlik ve | smiflandirma (Kabul pay 2 L
. e . .. haklart ihlal etmesini 6nlemek ve
Zeka Yasast) Risk Yonetimi edilemez, Yiiksek, Sturlt | .. .
. . . giivenilir yapay zeka gelistirmek.
risk), insan gdzetimi.

Not: Tablo, metindeki tartismalar (Hacker vd., 2022; Micheli vd., 2023; Sloane ve Wiillhorst, 2025) esas alinarak
derlenmistir.

8.5. Algoritmik Diizenlemenin Zorluklari ve Gelecek Perspektifi

Algoritmik diizenlemenin Oniindeki zorluklar dijital platformlarin karmasik, sinir asan yapisi
ve teknolojinin hukuken takip edilmesi zor hizi ile daha da belirginlesmektedir. Ozellikle
platform is¢ileri icin ¢calisma kosullariin iyilestirilmesine yonelik ¢abalar mevcut geleneksel
yasal diizenlemelerin yetersiz kaldigi alanlar1 acik¢a ortaya koymaktadir. Platform isciligi
iizerine yapilan aragtirmalar AB iilkelerinde bu is modelinin ortaya ¢ikardigi sosyal koruma

aciklarii vurgulamaktadir (De Groen vd., 2018; Urzi Brancati vd., 2020).

Bu baglamda biiyiik verinin egitim sistemlerini nasil doniistiirdiigli (Berendt vd., 2017) ve
dijitallesen ekonomik yapinin isgilicii pazarlarimi nasil sarstigi (Dhéret ve Roden, 2016)
izerine yapilan analizler degisimin boyutunu gostermektedir. Veri standardizasyonu ise veri
akiglarini kolaylastirarak algoritmik uygulamalarin etkisini artirirken mahremiyet ve giivenlik
sorunlarint da beraberinde getirmektedir (Gal ve Rubinfeld, 2019). Ayrica sosyal medya
iizerinden yayilan yanlis bilgi ve stratejik propaganda demokratik siiregleri zehirlemekte ve
bireylerin temel haklarini tehdit etmektedir (Bayer vd., 2019). Dijital doniisiim siirecleri
Giliney Amerika gibi gelismekte olan bolgelerdeki sosyal yapilar lizerinde de beklenmedik
etkiler yaratmaktadir (Viale Pereira vd., 2020).

Dijital platformlar iizerindeki algoritmik diizenlemeler inovasyonun tesviki ile regiilasyon
arasindaki hassas dengeyi saglamak zorundadir. Ozellikle AB'nin DSA, veri koruma yasalari

ve yapay zeka diizenlemeleri inovasyonu bogmadan kullanici haklarini korumay1 amaglayan
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bir ip cambazlig1 yapmaktadir (Sloane ve Wiillhorst, 2025). Yenilik¢i teknolojiler ekonomik
biliylime saglarken diizenlemeler bu siiregteki olasi zararlar1 minimize etmeyi hedefler. Ancak
asir1 diizenlemenin yenilik¢i girisimleri caydirabilecegi endigesi politika yapicilarin en biiyiik

ikilemidir (Singh, 2024).

Bu diizenlemeler platform is¢ileri i¢in daha iyi calisma kosullarini tesvik ederken sosyal
koruma saglama siirecini de desteklemektedir (Puertas-Bravo vd., 2024). Ancak De Groen vd.
(2018) tarafindan vurgulanan risk tabanli diizenleyici gerceve yenilik¢i gelismelerin Oniinii
acarken insan haklarini koruma yiikiimliiliigiinii ihmal etmemelidir. Sonug olarak basarili bir

diizenleme ne teknolojiyi durdurmali ne de etigi goz ardi etmelidir (Kalintiri, 2019).

Dijital platformlarda asir1 diizenleme ve rekabeti kisitlama konusunda artan endiseler
mevcuttur. Bu endiseler kati kurallarin sadece dev teknoloji sirketleri tarafindan
uygulanabilecegi, kiiciik oyuncularin ise piyasadan silinebilecegi yoniindedir. Bu baglamda
algoritmik diizenlemelerin ikili bir etkisi bulunmaktadir: kullanic1 gilivenligini artirmak ve
piyasa rekabetini etkilemek. Ornegin DSA platform hizmetlerini diizenlemek admna onemli
adimlar atsa da asir1 regiilasyonun giris bariyerlerini yiikseltmesi riski vardir (Hacker vd.,
2022). Ayrica algoritmik kara kutularin denetlenememesi adil rekabet ilkelerini tehdit
etmektedir (Lu, 2024). Bu sebeple diizenleyici ¢erceveler gelistirilirken rekabetin tesvik

edilmesi ve yeniligin engellenmemesi i¢in optimum denge saglanmalidir (Whaples, 2025).

Dijital platformlarda uygulama ve uyum sorunlar1 yasal metinlerin hayata gegirilmesinin
ontindeki en biiylik engeldir. Bu engeller hem kullanim kosullarinin etkin sekilde uygulanmasi
hem de mevcut yasal c¢ercevenin gerekliliklerine teknik uyumluluk acisindan ortaya
¢ikmaktadir. Ozellikle Avrupa Birligi tarafindan getirilen Dijital Hizmetler Yasas1 ve Veri
Koruma Yasasi platform isleyislerini yoneten olduke¢a kat1 standartlar igermektedir (Rainone
ve Aloisi, 2024). Ancak bu yasal diizenlemelerin pratikte nasil uygulanacagi konusunda gesitli

sorunlar bas gostermektedir.

Ornegin platform calisanlarmin ¢alisma kosullari ile ilgili ulusal mevzuatlar ve is hukuku
tammlar1 AB diizeyindeki hedeflerle her zaman tam 6rtiismemektedir. Uye iilkelerdeki is¢i ve
bagimsiz yliklenici statiilerine dair farkli hukuki yorumlar direktiflerin yeknesak sekilde
uygulanmasini zorlagtirmaktadir (Countouris ve De Stefano, 2025). Ayrica platformlarin sinir
Otesi dogast ulusal denetim mekanizmalarinin yetki alanlarmi asan karmasik sorunlar
yaratmaktadir. Yasal uyumun saglanmasi i¢in mevzuatin kabul edilmesi yeterli olmayip siire¢
ilye devletlerin idari kapasitelerini, etkin denetim mekanizmalarin1 ve platformlarla seffaf

diyalog siireglerini gerektirmektedir.
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DOKUZUNCU BOLUM

DIJITAL KRiZ ILETiSiMi VE ALGORITMIK MUDAHALELER

9.1. Dezenformasyon Ekosistemi

Sosyal medyada yayilan yanlis haberlerin tespiti ve analizi son yillarda akademik diinyada
giderek artan bir ilgi gdrmektedir. Bu durum konunun toplumsal etkileri goz Oniine
alindiginda oldukga biiyiik bir énem tasimaktadir. Ozellikle geleneksel haber kaynaklartyla
karsilastirildiginda sosyal medya platformlar1 yaniltic1 bilginin yayilmasini kolaylastiran veya
hizlandiran kendine has 6zelliklere sahiptir. Arastirmalar sosyal medyanin siyasi kutuplasma
ile olan iligkisini ve bunun icindeki dezenformasyon tiirlerini kapsamli bir sekilde
incelemektedir. Bu baglamda dezenformasyon; sahte haberler, yanlis bilgiler ve partizan
icerikler gibi genis bir bilgi yelpazesini igermektedir. Ancak mevcut politik girisimler temel
gereksinimleri tam olarak karsilamaktan uzaktir. Bu nedenle sorumlu bilgi davraniglarinin

tesvik edilmesi ve medya okuryazarliginin artirilmasi gibi stratejiler gerekmektedir.

Kriz iletisimi genel olarak bir acil durum veya olaganiistii bir durum meydana geldiginde
gerekli bilgi akisini saglamayi, kamuoyunun giivenini korumay1 ve yanlis bilgilendirmeyi
onlemeyi amaglayan bir siirectir. Giiniimiizde sosyal medya platformlarinin yaygin kullanim1
yaniltict bilgiler i¢in verimli bir zemin olusturarak krizin derinlesmesine neden olabilir. Kriz
anlarinda dogru bilginin yayilmasi toplumun giivenligi ve karar alma siiregleri agisindan kritik
oneme sahiptir. Yanlis bilgi ve dezenformasyon halki yaniltarak panik yaratabilir ve olaylarin
kotiilesmesine yol acabilir. Dolayisiyla markalarin ve devletlerin kriz durumlarinda bilgi
akisin1 yonetme ve yanlis bilgileri diizeltme konusunda proaktif stratejiler gelistirmeleri

gerekmektedir (Catalan-Matamoros ve Elias, 2023).

Yanilgi ve yanlig bilgilendirme fenomenleri dijital ¢agin belirgin sorunlar1 olarak kriz
iletisiminde onemli bir rol oynamaktadir. Yanilgi genellikle bireylerin mevcut bilgi ve
cergevelerine dayanarak bir durumu yanlis anlama siirecini ifade eder. Yanlis bilgilendirme ise
bilginin kasith veya kasitsiz bir sekilde hatali bicimde aktarimi anlamina gelir. Ozellikle
sosyal medya platformlarinin yayginlasmasiyla bilgiye erisim kolaylasirken bu platformlar
sahte haberlerin ve yaniltict igeriklerin hizla yayilmasia da zemin hazirlamaktadir (Deepak
ve Jurek, 2021). Bu baglamda Avrupa Komisyonu gibi kuruluslar cesitli politikalar gelistirmis

olsa da mevcut girisimlerin eksik oldugu ve daha etkili miidahale yontemlerinin gerekliligi
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aciktir. Dolayisiyla krize miidahale algoritmalarmin bu baglamdaki rolii gelecegin iletisim

stratejileri acisindan kritik bir dneme sahiptir.

Etkili bir kriz yonetimi stratejisi gelistirebilmek i¢in Oncelikle bilgi kirliligini olusturan
kavramlarin net bir sekilde tanimlanmasi gerekmektedir. Dijital ekosistemde karsilasilan bilgi
bozukluklar1 niyet ve baglam acisindan farklilik gosterir. Bu nedenle algoritmik
miidahalelerin basaris1 sorunun yanilgt mi yoksa kasitl bir yanls bilgilendirme mi oldugunun

dogru analiz edilmesine bagldir.
9.1.1. Yanilgi ve Dezenformasyon Ayrimi

Kriz iletisimi baglaminda dogru stratejilerin gelistirilebilmesi i¢in bilgi ekosistemini kirleten
unsurlarin kavramsal netlikle birbirinden ayrilmasi temel bir husustur. Literatiirde bu ayrim
bilginin dogrulugundan ziyade onu yayan kisinin niyeti iizerinden sekillenmektedir. Bu
cercevede yanilgi bilginin yanlis oldugu bilinmeden, sehven veya dikkatsizlik sonucu
paylasilmasi durumunu ifade ederken; yanlis bilgilendirme (dezenformasyon) bilginin kasitl

olarak belirli bir glindem dogrultusunda manipiile edilerek yayilmasi eylemini tanimlar.

Bu iki kavram arasindaki bulanik sinir 6zellikle sosyal medyanin algoritmik yapisiyla daha
karmagik hale gelmistir. Sosyal medya platformlar iceriklerin dogrulugundan veya ardindaki
niyetten ziyade yarattig1 etkilesimi onceledigi i¢cin hem masumane paylasilan yanilgilari hem
de planli dezenformasyon kampanyalarin1 ayni1 hizla yayip ¢ogaltmaktadir (Tucker vd., 2018).
Bu durum bir kriz aninda masum bir yanlis anlamanin dakikalar i¢inde kitlesel bir panige
doniismesine neden olabilir. Avrupa Parlamentosu i¢in hazirlanan kapsamli ¢alismalar bu
kavramlarin yasal ve etik diizlemde net bir sekilde tanimlanmasinin hayati oldugunu
vurgulamaktadir. Zira sosyal medya saglayicilarinin ve politika yapicilarin sorumluluklar
belirlenirken bir igerigin hata m1 yoksa kasit m1 oldugunun tespiti uygulanacak miidahalenin

mesruiyetini belirlemektedir (Bayer vd., 2019).

Kriz donemlerinde yanilgilar ve yanlig bilgilendirme faaliyetleri tarihsel olarak her zaman
toplumsal kirilma noktalarinda ortaya cikan bir olgu olmustur. Ispanyol Gribinden Soguk
Savag donemi propagandalarina kadar gecmisteki pek ¢ok krizde dezenformasyon goriilmiis
olsa da dijitallesme bu siirecin hizin1 ve etki alanin1 daha 6nce deneyimlenmemis bir boyuta
tagimistir. Glinlimiizde kiiresel krizler algoritmik yayilimin da etkisiyle yanlis bilgilerin
viriislerden hizli yayildig1 karmasik durumlar yaratmakta ve bu durum toplumsal giivenligi

dogrudan tehdit etmektedir.
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Ozellikle Diinya Saglik Orgiitii'niin "infodemi" (bilgi salgini) olarak nitelendirdigi COVID-19
pandemisi siireci sosyal medya platformlarmin kontrolsiiz birer yanki odasina doniistiigli en
carpict Orneklerden biridir. Bu siirecte kaynagi belirsiz sahte tedavi yontemlerinden as1 karsiti
komplo teorilerine kadar uzanan yanlis bilgiler sosyal aglarda hizla yayilarak bir mecra haline
gelmistir. Yapilan arastirmalar bu yanlis bilgilerin dijital diinyayla sinirli kalmayip kamu
saglig1 politikalarina olan giliveni sarsarak maske kullanimi veya asilanma gibi hayati

konularda insanlarin davraniglarini olumsuz yonde degistirdigini ortaya koymustur

(Adenekan, 2024; Catalan-Matamoros ve Elias, 2023).

Bununla birlikte kriz anlarinda yayilan yanlis bilgilerin yapisi rastgele olmayip aksine son
derece karmagsik ve hedefe yoneliktir. Bu igerikler basit bir propaganda faaliyeti olmanin
otesinde krizin yarattig1 belirsizlik, korku ve endige iklimini kullanarak insanlar1 yonlendiren
duygusal tepkiler yaratma amacini tasimaktadir (Flore, 2020). Bireylerin kriz anlarindaki
bilissel savunmasizligindan faydalanan bu diismanca anlatilar (hostile narratives) toplumsal
kutuplasmay1 derinlestirmektedir (Flore, 2020). Bu durum Seger vd. (2020) tarafindan
vurgulanan "epistemik giivenlik" (bilgiye dayali karar alma siireclerinin gilivenligi)
kavraminin 6nemini artirmaktadir. Sonug¢ olarak kriz donemlerinde toplumun dogru bilgiye
erisim hakkini korumak en az fiziksel giivenlik 6nlemleri kadar hayati bir gereklilik haline

gelmistir.
9.1.2. Yanhs Bilgilendirmenin Kamu Algisi Uzerindeki Psikolojik Etkisi

Yanlis bilgilendirme teknik bir bilgi kirliligi meselesinden ziyade kamu algisin1 ve toplumsal
hafizay1 derinden etkileyip doniistiiren psikolojik bir olgudur. Bu tiir bilgi kirliligi bireylerin
mevcut inanglarmi destekleyen bilgileri kabul etme, aksi yondekileri ise reddetme egilimi
olan "dogrulama yanlilig1" (confirmation bias) mekanizmasini tetikleyerek calisir. Kriz
anlarinda artan belirsizlik ve kaygi diizeyi bireylerin elestirel diisiinme yetilerini zayiflatarak
duygusal tatmin saglayan yanlis bilgilere tutunmalarini kolaylastirir. Bu siire¢ bireylerin
gerceklik algisini ¢arpitmakla kalmaz, ayn1 zamanda toplumsal kutuplagmay: artirarak "biz ve

onlar" ayrimin1 keskinlestirir.

Arastirmalar sosyal medyanin algoritmik yapismin bu psikolojik zaaflar1 besledigini ve
kullanicilarin yanlis bilgiye karst duydugu giivenin algilarinda kalici bir kayma yarattigini
gostermektedir (Tucker vd., 2018). Maruz kalinan yalan haberlerin tekrarlandik¢a daha dogru
algilanmasina neden olan "illiizyonist gerceklik etkisi" (illusory truth effect) bireylerin yargi
ve karar alma siireglerini rasyonel zeminden uzaklastirmaktadir. Bu durum yanlis bilgiye

inanilmasinin o6tesinde bilimsel verilere, uzman goriislerine ve kamu kurumlarina duyulan
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giivenin de erozyona ugramasina yol agar. Bu kisir dongiliyli kirmak i¢in medyaya yonelik
elestirel bir bakis acis1 gelistirmek ve biligsel dayanikliligi artiran medya okuryazarligi
stratejilerini hayata gecirmek kamu algisini gii¢lendirmede kritik bir rol oynamaktadir (Renda,

2018).

Sosyal medya giiniimiiz bilgilendirme ortaminin merkezine yerleserek bilgi liretim ve dagitim
stireclerini hiyerarsik bir yapidan yatay ve katilimer bir ag yapisina donistiirmiistiir. Bu
doniistim bilgilerin geleneksel medyanin editoryal silizgecine takilmadan anlik olarak
milyonlarca kullanictya ulagsmasini saglamaktadir. Ancak bu hiz ve erisim kolaylig1 kontrolsiiz
bir bilgi akigin1 da beraberinde getirerek sosyal medya platformlarin1 yanlis bilgilerin

yayilmast i¢in elverisli birer kulucka merkezi haline getirmektedir.

Platformlarin algoritmik yapilar1 kullanici etkilesimini (begeni, paylagim, yorum) maksimize
etmeye odaklidir. Bu tasarim nedeniyle duygusal yiikii agir, sansasyonel ve kigkirtici icerikler
dogrulanmis ve notr haberlere kiyasla ¢ok daha hizli yayilma egilimi gostermektedir.
Arastirmalar sosyal medyanin "fake news" (sahte haber) haricinde; dedikodu, komplo
teorileri, baglamindan koparilmis gorseller ve yanli bilgi gibi genis bir enformasyon
diizensizligi spektrumunu barindirdigini gostermektedir (Tucker vd., 2018). Kullanicilarin
kendi diinya goriislerini dogrulayan igerikleri paylagsma egilimi bu tiir yanhs bilgilerin ag

icinde bir viriis gibi ¢ogalmasina neden olmaktadir.

Bu devasa veri akisi i¢cinde manuel dogrulama yontemlerinin yetersiz kalmasi yanls bilgilerin
tespit edilmesi ve azaltilmasi amaciyla otomatik tespit ve algoritmik miidahale yontemlerinin
gelistirilmesini zorunlu kilmaktadir (Pierri ve Ceri, 2019). Bu baglamda sosyal medyanin hiz,
hacim ve cesitlilik eksenindeki mevcut dinamiklerini anlamak kriz iletisiminde etkili bir

savunma hatt1 olusturmak i¢in hayati bir zemin saglamaktadir.
9.2. Algoritmik igerik Diizenleme ve Kiirasyon Mekanizmalari

Bilgi yayiliminda algoritmalarin rolii 6zellikle sosyal medya platformlarinda yanlis
bilgilendirme ile basa ¢ikma agisindan kritik bir 6neme sahiptir. Sosyal medya geleneksel
haber kaynaklarina kiyasla yaniltict bilgilere zemin hazirlayan benzersiz 06zellikler
tasimaktadir (Pierri ve Ceri, 2019). Ancak sosyal medya ve siyasi kutuplagsma arasindaki iligki

bu algoritmik miidahalelerin etkinligini sorgulatmaktadir.

Algoritmalar giinlimiiz dijital ekosisteminde bilginin akisini yoneten goriinmez esik bekgileri
olarak sosyal medya platformlarinda igerigin diizenlenmesinde ve sunulmasinda kritik bir rol

oynamaktadir. Bu karmasik matematiksel modeller basit bir kronolojik siralamanin Otesine
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geemektedir. Kullanicilarin  gegmis etkilesimlerini (begeni, paylasim, izleme siiresi),
demografik 6zelliklerini ve anlik ilgi alanlarini milisaniyeler i¢inde analiz ederek her birey
icin kisisellestirilmis bir gergeklik akisi kurgular. Bu siire¢ platformlarin kullanicty1 ekranda

daha uzun siire tutma hedefi giiden "dikkat ekonomisi" prensipleri iizerine insa edilmistir.

Bu sistemler etkilesim potansiyeli yiiksek olan igerikleri 6n plana ¢ikarip daha nétr veya
karmagik dogrular1 gizleme egilimindedir (algoritmik gdlgeleme). Bu durum yanlis bilgi ve
dezenformasyonun yayilmasim1 kolaylagtiran verimli bir ortam yaratmaktadir. Ciinki
kullanicilar algoritmalar tarafindan siirekli olarak kendi mevcut inanglarini besleyen igeriklere
maruz kaldik¢a alternatif goriislerden izole olmakta ve belirli radikal goriislere daha fazla
yonelmektedir. Bu geri bildirim dongiisii (feedback loop) siyasi kutuplagsmayi artirarak
toplumsal mutabakat zeminini agindirmaktadir (Marres, 2017). Dolayisiyla sosyal medya
algoritmalarmin etkileri basit bir igerik diizenlemesiyle sinirli kalmayarak toplumsal bilgi
dinamiklerini, kamuoyu olusumunu ve demokratik siire¢leri derinden sekillendiren bir gii¢

haline gelmistir.

Bu siiregteki algoritmik onyargi dijital ortamda bilginin demokratik dagilimini engelleyen ve
bilgi gorliniirliigiinii derinden etkileyen sistematik bir sorun olarak karsimiza ¢ikar. Bu
onyargilar algoritmalarin egitildigi veri setlerindeki tarihsel esitsizliklerden veya platformlarin
etkilesimi Onceleyen ticari kodlarindan kaynaklanabilir. Sosyal medya platformlari
kullanicilarin gegmis etkilesimleri ve tercihleri dogrultusunda bilgi akisini sekillendirirken
popliler olan1 dogru olana tercih etme egilimindedir. Bu durum bilimsel gerceklerin ve notr

bilgilerin algoritmik giiriiltii arasinda kaybolmasina ve goz ardi edilmesine neden olmaktadir.

Ozellikle tartismali konularda bu mekanizma daha yikici sonuglar dogurabilmektedir. Calvo
vd. (2024) tarafindan iklim degisikligi aramalar {izerine yapilan giincel bir arastirma bu
durumu somut verilerle ortaya koymaktadir. Calisma arama motoru ve sosyal medya
algoritmalarinin, bilimsel konsensiisii temsil eden geleneksel ve giivenilir medya kaynaklarini
geride birakarak kiskirtici, siiphe uyandirici ve yaniltici bilgilere daha fazla goriiniirliik
sagladigimi gostermektedir. Bu baglamda algoritmik 6nyarginin bilgi goriintirliigi tizerindeki
olumsuz etkisini azaltmak biiyiilk 6nem tagimaktadir. Bu nedenle platformlarin editoryal
sorumluluk istlendigi etkin yoOnetim mekanizmalarina ve kullanicilarin sosyal medya

okuryazarligin artiracak egitim programlarina duyulan ihtiya¢ her zamankinden fazladir.
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9.2.1. Kutuplagsma Mekanizmalari Olarak Yanki Odalari ve Filtre Baloncuklari

Sosyal medya algoritmalar1 kullanic1 etkilesimini artirmak ve platformda gegirilen siireyi
maksimize etmek amaciyla bireylere genellikle kendi diinya goriislerini, ideolojilerini ve
onyargilarini onaylayan igerikleri sunma egilimindedir. Bu algoritmik kiirasyon mekanizmast
literatiirde "yanki odalar1" (echo chambers) ve "filtre baloncuklar1" (filter bubbles) olarak
adlandirilan, disg diinyaya kapali ve kendi kendini besleyen bilgi ekosistemlerinin olugmasina
neden olur (Barberd vd., 2015). Filtre baloncuklar1 kullanicinin ge¢mis verilerine dayanarak
algoritmalar tarafindan Oriilen goriinmez bir izolasyon iken; yanki odalar1 kullanicilarin

benzer diisiinen kisilerle etkilesime girme egilimiyle sekillenen sosyal yapilardir.

Kriz anlarinda bu baloncuklar farkli toplumsal gruplarin aynm1 olaya dair taban tabana zit
bilgilere ve anlatilara maruz kalmasi sonucunu dogurur. Ornegin bir afet y&netiminde
toplumun bir kesimi yardim calismalarinin basarisini izlerken diger kesimi tam tersi bir
basarisizlik anlatisina hapsolabilir. Bu boliinmiis gergeklik durumu toplumun kriz karsisinda
ortak bir refleks gelistirmesini engeller, kolektif eylemi felce ugratir ve kriz iletisiminin en
temel amact olan ortak mutabakati imkansiz hale getirir (Renda, 2018). Dolayistyla algoritmik
miidahaleler igerik denetiminin yan1 sira bu baloncuklar1 delerek capraz bilgi akisini (cross-

cutting exposure) saglamay1 da hedeflemelidir (Durach vd., 2025).

Yanki odalar igerisinde kuluckaya yatan ve radikallesen yanlis bilgilerin kapali gruplardan
cikarak daha genis kitlelere ulagmasini saglayan temel unsur "algoritmik amplifikasyon"
(algorithmic amplification) mekanizmalaridir. Sosyal medya platformlar: kullanicilarin igerik
tiiketim aligkanliklarini analiz ederken neye baktiklari ile birlikte neye tepki verdiklerine de
odaklanir. Algoritmalar yiiksek etkilesim alan igerikleri degerli olarak kodlar ve bunlar1 viral
hale getirerek milyonlarca kullanicinin akigina diistirtir. Bu siiregte algoritmalar tarafsiz birer
tastyici degil, 6tke ve korku gibi duygular koriikleyen igerikleri ddiillendiren birer katalizor
islevi gortir.

Bu durum yanhs bilgilendirme ve siyasi propaganda gibi olumsuz etkileri beraberinde
getirmektedir. Ozellikle ¢evrimici sosyal medya platformlarmin demokrasi ve insan haklari
tizerindeki etkileri giderek daha fazla tartisilmaktadir. Bu konuda yapilan arastirmalar kot
niyetli aktorlerin (devlet destekli troller veya bot aglari) algoritmalarin bu zaaflarini stratejik
siyasi propaganda amaciyla manipiile ettigini ve demokratik siirecleri sabote ettigini agikca
ortaya koymaktadir (Bayer vd., 2019). Ayrica sosyal medyanin siyasi kutuplasma ve yanlis
bilgilendirme arasindaki karmasik iliskiyi inceleyen caligmalar bu fenomenin yalnizca

bireyler tizerinde degil toplumun genelinde de ciddi bolinmelere neden oldugunu
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gostermektedir (Tucker vd., 2018). Dolayisiyla algoritmalarin kullanimi teknik bir
optimizasyon sorunu olmanm yaninda medya okuryazarligini artirma ve kullanict
davraniglarin1 iyilestirme yoniindeki politikalar1 desteklemesi gereken sosyo-politik bir

mesele olarak ele alinmalidir.

Bunun yaninda aragtirmalar kullanici etkilesiminin algoritmalar {izerindeki egitici etkisini de
vurgulamaktadir. Kullanict neye tepki verirse algoritma ona daha fazlasini sunmak {izere
kendini yeniden yapilandirir. Ancak bu durum yanlis bilginin yayilmasini dnlemenin 6niindeki
en biiylik zorluklardan biridir. Ciinkli kullanicilar genellikle rasyonel dogruluktan ziyade
duygusal tatmin saglayan veya kendi politik kimliklerini dogrulayan igeriklerle etkilesime
girme egilimindedir. Ozellikle kullanicilarn politik egilimleri ve sosyal medya etkilesimleri
arasindaki bu giiclii baglant1 algoritmik miidahalelerin etkinligini sorgulatmaktadir (Pierri ve

Ceri, 2019).

Algoritmalar tarafsiz bir diizeltme yapmaya calistiginda bile kullanicilarin yerlesik inanglarina
ters diisen bu miidahaleler geri tepme etkisi yaratarak dezenformasyona olan baglilig:
artirabilir. Dezenformasyon ve yanlig bilgilere karsi gelisen bu direngli durum sosyal medya
kullanimmin politik kutuplagsmay1 besleme potansiyelini tehlikeli boyutlara tasimaktadir
(Tucker vd., 2018). Bu acidan sadece algoritmalar1 degil kullanici etkilesimi ve algilarinin
altinda yatan sosyo-psikolojik motivasyonlar1 da derinlemesine anlamak algoritmik

miidahalelerin basarisi i¢in kritik 6neme sahiptir (Mbagwu, 2024).

Bunun yani sira algoritmik miidahalelerin karsit karsiya oldugu en yeni ve belki de en
karmasik zorluk iiretken yapay zeka (Generative Al) teknolojilerinin yiikselisiyle tetiklenen
sahte icerik yogunlugudur. ChatGPT gibi Biiylik Dil Modelleri (LLM) ve gercekei gorsel
iiretim araglari; kriz anlarinda gergeginden ayirt edilemeyen sahte igeriklerin saniyeler i¢cinde
iiretilmesine ve yayilmasina olanak tanimaktadir. Bu teknolojik sicrama dezenformasyon
kampanyalarint maliyetli ve emek yogun bir siire¢ olmaktan ¢ikarmistir. Otomatik sistemler
sayesinde bu kampanyalar1 maliyetsiz, biiyiik dl¢ekli ve kisisellestirilmis bir manipiilasyon

aracina doniistiirmiistiir (Giansiracusa, 2021).

Ozellikle yapay zekd destekli deepfake (derin sahtecilik) teknolojisi kriz iletisiminde
gerceklik algisini tamamen ¢okertme riski tagimaktadir. Bu teknoloji sahte bir olay1 ger¢ekmis
gibi gostermenin yani sira gercek kanitlarin da "bu bir deepfake olabilir" siiphesiyle
reddedilmesine yol acabilmektedir (Duda ve Kuchar, 2023). Yani toplum gordiigii ve duydugu
hi¢bir seye inanmamaya basladiginda kriz iletisimi islevsiz hale gelir. Bu durum algoritmik

miidahale araglarinda salt metin tabanli analizin yetersiz kaldigim gosterir. Uretken yapay
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zeka ile tretilen iceriklerin tespiti i¢in sentetik ses, video ve goriintiileri analiz edebilen ¢ok
modlu ve yapay zekd tabanli dogrulama sistemlerinin kriz yoOnetim siireclerine entegre
edilmesi zorunludur (Risbakk, 2024). Bu algoritmalar arasi bir silahlanma yarig1 anlamina

gelmektedir.
9.3. Otomatik Dogrulama (Fact-Checking) Teknolojileri ve Etkinlik Analizi

Algoritmalarin bilgi kirliligini artiran bu karanlik yiiziine (deepfake, yanki odalar1 vb.)
karsilik ¢oziim yine teknolojinin kendisinde yatmaktadir. Giinliimiizde kriz iletisimi
baglaminda dogrulama (fact-checking) algoritmalar1 dezenformasyon ve yanlig bilgilendirme

ile miicadelede kritik bir rol oynamaktadir.

Otomatik dogrulama siireci kriz iletisiminde sahte haberlerin tespiti ve Onlenmesinde
yardimci bir aragtan ziyade devasa veri akigini yonetebilen yegane dijital bagisiklik sistemi
olarak kritik bir rol oynamaktadir. Sosyal medya platformlarinin sagladigi kontrolsiiz ve hizli
bilgi akisi insan moderatorlerin kapasitesini asarak yaniltict bilgilerin yayilmasini tesvik
etmektedir. Bu baglamda algoritmik miidahaleler Dogal Dil Isleme (NLP) ve Makine
Ogrenmesi tekniklerini kullanarak metinlerin icindeki siipheli iddialar1 tespit etme (claim
spotting) ve bunlar1 giivenilir bilgi tabanlariyla eslestirme (evidence retrieval) siireglerini

otomatize eden yenilik¢i yaklagimlar sunmaktadir.

Yapilan arastirmalar bu tiir ¢cok katmanli algoritmik miidahalelerin sosyal medya iizerinden
yayilan yaniltici bilgileri kontrol etmede ve yayilim hizin1 diisiirmede etkili oldugunu
gostermektedir (Pierri ve Ceri, 2019). Sistem bir igerigi metinle sinirli kalmayip paylasan
kaynagin giivenilirligi, yayilim ag1 ve zamansal Oriintiileri lizerinden de analiz eder.
Dolayistyla dezenformasyonun yayilma hizina yetisebilecek tek mekanizma otomatik
dogrulama siiregleridir. Bu siire¢ hem demokratik siirecleri korumak hem de kriz anlarinda
temel bir insan hakki olan dogru bilgiye erigimi glivence altina almak adina hayati bir 6neme

sahiptir.

Mevcut dogrulama teknolojileri sosyal medya platformlarinda yayilan yanlig bilgilerin
tespitinde belirli basarilar saglarken bircok sinirlama ile de karsi karsiyadir. Oncelikle bu
teknolojiler genellikle algoritmik bir yaklasimla ¢alistigindan yanlis bilgiyle ilgili baglami
tam olarak analiz etme kapasitesine sahip degildir. Ozellikle bireylerin bilgiye olan maruziyeti

ve medya okuryazarligi gibi faktorler géz 6niinde bulundurulmamaktadir (Renda, 2018).

Ayrica algoritmik dogrulama sistemlerinin karsilastig1 en biiylik engellerden biri de Karanlik

Sosyal (Dark Social) olarak adlandirilan sifreli mesajlasma uygulamalaridir (WhatsApp,



ALGORITMIK ILETISIM VE HALKLA iLiSKILER: ETiK, ETKi VE DUZENLEME TARTISMALARI 95

Telegram, Signal vb.). Kriz anlarinda bilgi akisinin 6nemli bir kism1 algoritmalarin ugtan uca
sifreleme (end-to-end encryption) nedeniyle igerik taramasi yapamadigi bu kapali gruplara
kaymaktadir. Bu platformlarda yayilan dezenformasyon kamusal denetimden uzak oldugu i¢in
goriinmez bir yayilim (invisible spread) etkisi yaratir (Swart vd., 2019). Bu durum algoritmik
miidahalelerin etkisini sinirlar ve kriz yonetiminde teknolojik ¢oziimlerin yani sira kapali
gruplar icinde giiven elgileri olusturulmasi gibi sosyolojik stratejilerin de gerekliligini ortaya

koyar (Resende vd., 2019).

Kriz iletisimi alaninda basarili dogrulama miidahalelerini sergileyen Ornek c¢alismalar
incelendiginde bunlarin toplumlarin bilgi giivenligini artirma ¢abalari agisindan biiyiik 6nem
tasimaktadir. Ornegin biiyiik deprem veya sel felaketlerinde sosyal medya iizerinden yayilan
binlerce yardim c¢agrisinin hangisinin gilincel, hangisinin miikerrer veya sahte oldugunun
tespiti insan giicliyle miimkiin degildir. Dogal Dil Isleme (NLP) tabanli algoritmalar bu
cagrilar1 tarayarak konum verilerini dogrulamakta ve arama-kurtarma ekiplerini en dogru
noktalara yonlendirmektedir (Pierri ve Ceri, 2019). Bu tiir miidahaleler bilgi kirliliginin
kurtarma operasyonlarini yavaslatmasini engelleyerek dogrudan insan hayatinin korunmasina
ve kamu gilivenliginin saglanmasina katki saglar (Seger vd., 2020; Catalan-Matamoros ve

Elias, 2023).

Bu acgidan algoritmalar aracilifiyla yanilgiy1 azaltma stratejileri kriz iletisiminde 6nemli bir
rol oynamaktadir. Sosyal medya platformlarinin yaniltic1 bilgi yayilimindaki etkisi 6zellikle
siyasi kutuplagsma ve dezenformasyon baglaminda dikkate degerdir. Literatiirdeki bulgular,
sosyal medya kaynakli dezenformasyonun saptanmasina duyulan ilginin artigini, sz konusu
problemle basa ¢ikma siirecinin kritik bir bileseni olarak degerlendirmektedir. (Mbagwu,
2024). Bu baglamda gelistirilecek stratejiler salt teknolojik ¢oziimlerin 6tesine gecerek yasal

ve sosyal boyutlar1 da biitiinciil bir sekilde ele almalidur.

Algoritmik ve sosyal miidahale yontemlerinin kriz iletisimindeki rolii ve uygulama alanlari

Tablo 9'da 6zetlenmistir.

Tablo 12: Dezenformasyonla Miicadele Stratejileri

Miidahale Diizeyi | Yontem Odak Noktasi Hedeflenen Etki
Teknolojik Algoritmik Dogrulama Qtomatlk icerik tarama ve | Yanlig bilginin yayilim hizini
isaretleme kesmek
Bilissel Onleyici Ciiriitme Kullaniciy1 manipiilasyon | Zihinsel bagisiklik
i (Pre-bunking) tekniklerine kars1 egitme kazandirmak
.| Elestirel diistinme becerilerini | Bilingli bilgi tiiketimi
Sosyal Medya Okuryazarlig artirma saglamak
Yasal S?.f faflik . Platfqrmlarln veri. paylasimi ve Hesap verebilirligi artirmak
Diizenlemeleri denetimi
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9.3.1. Yasal ve Yonetisimsel Cerceve

Teknoloji sirketleri ve hiikiimetler arasindaki iligki basit bir hizmet saglayici-miisteri
iligkisinin Otesine gegerek kriz iletisimi alaninda karmasik bir dijital yonetisim (digital
governance) modeline doniismiistiir. Bu is birlikleri kriz anlarinda hayat kurtaric1 verilerin
paylasilmas1 gibi biiylik firsatlar sunmakla birlikte veri giivenligi ve sansiir riski gibi ciddi
zorluklar1 da beraberinde getirmektedir. Bu noktada kamu yarar ile ticari sirlar arasindaki
dengenin saglanabilmesi, dogru bilgilendirme siireglerinin ve demokratik seffafligin
korunmasi i¢in kokli yapisal reformlarin sart oldugu vurgulanmaktadir (Beckett ve

Livingstone, 2018).

Tiirkiye 6zelinde ise 2016 yilinda yiiriirlige giren 6698 sayili Kisisel Verilerin Korunmast
Kanunu (KVKK) dijital ekosistemin diizenlenmesinde ve veri koruma rejiminin insasinda
temel tas1 olusturmaktadir (Olca ve Can, 2024). Ancak kriz yonetimi baglaminda en kritik
tartigma alanlarindan biri Kanun'un 28. Maddesi'dir. Bu madde "kamu giivenligi", "ekonomik
giivenlik" veya "istihbarat" gibi gerekgelerle yapilan veri igleme faaliyetlerine genis kapsamli
muafiyetler tanimaktadir. Kriz anlarinda devlet kurumlarinin veya is birligi yapilan
platformlarin  kullandig1  algoritmik gozetim sistemleri bu istisnalar kapsamina
girebilmektedir. Ancak bu durum "kamu yarar1" ile "6zel hayatin gizliligi" arasindaki hassas

terazinin nasil dengelenecegi sorusunu giindeme getirmekte ve algoritmik sistemlerin hukuki

denetimi agisindan gri bir alan yaratmaktadir (Unal vd., 2025).

Bu nedenle dijital platformlarin ve servislerin kisisel verileri toplama, analiz etme ve
profilleme faaliyetleri; yerel mevzuat olan KVKK'nin yani sira kiiresel standart kabul edilen
GDPR (Avrupa Birligi Genel Veri Koruma Tiiziigii) ile de uyumlu, sik1 ve denetlenebilir bir
cergeveye oturtulmalidir (Yazicioglu, 2024).

Bununla birlikte dijital ortamda giiven ve dogruluk ilkelerinin tesis edilmesi veri koruma
diizenlemeleriyle birlikte toplumsal bilinglendirme c¢abalarinin da hayata gegirilmesine

baghdir.

Yanlis bilgilendirme konusundaki kamu farkindaligi kampanyalar1 artik sadece yalan haberi
ifsa etmenin Gtesine ge¢cmektedir. Bu kampanyalar toplum genelinde medya okuryazarligi
yetkinliklerini artirarak bireyleri manipiilasyona karsi daha bilingli ve direngli hale getirmeyi
hedeflemektedir. Bu tiir kampanyalar o6zellikle algoritmik manipiilasyonun ve sosyal
medyanin etkisinin arttig1 giiniimiizde demokratik siireglerin korunmasi adina kritik bir 6nem

tagimaktadir. Modern okuryazarlik yaklagimi kullanicilar pasif birer bilgi tiiketicisi olmaktan
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cikararak igerikleri elestirel bir siizgecten gegiren, kaynagi sorgulayan ve kendi dijital ayak
izlerinin sorumlulugunu {istlenen aktif dijital vatandaslara dontistiirmeyi hedeflemektedir.
Egitim programlarinin miifredatlarina entegre edilecek kapsamli medya okuryazarligi dersleri
bireylerin bilgiye erisim siireclerini iyilestirmenin Otesinde onlar1 dijital ekosistemin etik
kurallar1 ve hesap verebilirlik siireglerine dahil eder. Bu sayede bireyler teknik bilgilerle
donanmanin yani sira bilgi g¢evrelerinin yarattii yanki odalar1 ve filtre baloncuklar1 gibi
yapisal etkilere karst daha direngli hale gelirler (Frau-Meigs ve Corbu, 2024). Bu bilissel
savunma hattt toplumun manipiilasyona karsi1 bagisikligin1 gii¢lendiren en siirdiiriilebilir

¢Oziimdiir.

Ayrica algoritma seffafligit ve hesap verebilirligin artirilmast da kriz iletisiminde
dezenformasyonla miicadelede temel bir bilesendir. Algoritmalarin karar verme siire¢lerine
dahil edilmesi kaynaklarin dogrulugu konusunda kaygilara yol agtigindan otomatik faktorlerin
sorumlu bir gekilde tasarlanmasi ve etik seffaflik ilkelerine uygun olmasi 6nem kazanmaktadir

(Kavtaradze, 2025).

Buna ek olarak dijital ortamda yanlis bilginin etkisini azaltmak amaciyla kullanici dostu
dogrulama araglarimin gelistirilmesi dnem kazanmaktadir. Ayrica yanlis bilgi yayilmadan 6nce
bireyleri bilin¢lendirmeyi hedefleyen onceden ciiriitme (pre-bunking) stratejileri de giderek
daha fazla 6ne ¢ikmaktadir. Geleneksel dogrulama yontemleri olay sonrasi1 miidahale ederken
pre-bunking veya biligsel asilama (inoculation theory) bireyleri maruz kalacaklari olasi
manipiilasyon teknikleri konusunda onceden uyararak zihinsel bir bagisiklik gelistirmeyi
hedefler (Lewandowsky ve van der Linden, 2021). Google ve Jigsaw gibi teknoloji
sirketlerinin ytriittigli ¢aligmalar kriz Oncesinde yayimnlanan kisa egitim videolarinin
kullanicilarin manipiilatif igerikleri tanima yetenegini artirdigini gostermistir (Roozenbeek

vd., 2022).

Kriz iletisiminde algoritmik miidahaleler ve yanilgiyla miicadele dijital ¢agin getirdigi
karmasik bilgi yanlisliklariyla daha da derinlesmekte ve statik bir ¢oziimden ziyade dinamik
bir kedi-fare oyununa donitismektedir. Gelecek yonelimler Oncelikle sorunun finansal
koklerine inmeyi gerektirir. Dijital reklamciligim "tiklama odakli" (click-driven) is
modellerinin sansasyonel ve dezenformasyon iceren igeriklerin yayilimini nasil tesvik ettigini

anlamak miicadele stratejilerinin temelini olugturmalidir.

Bu baglamda algoritmik miidahale stratejilerinin yalnizca igerik silme veya erisim engelleme
gibi reaktif yontemlerle simirli kalmamasi gerekmektedir. Bunun yerine bu tiir igerikleri

iiretenlerin temel motivasyonunu olusturan reklam gelirlerini kesmeye ve ilgili ekonomik
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tesvikleri ortadan kaldirmaya odaklanan daha biitiinciil bir yapiya doniistiiriilmesi zorunludur
(Braun ve Eklund, 2019). Ciinkii bir yalan haberin yayilmasini durdurmanin en etkili yolu

onun karliligin1 yok etmektir.

Buna ek olarak bilgi ekosistemlerinin saglik durumunun siirekli izlenmesi kamu séyleminin
kalitesini ve siyasi siireglerin adaletini korumak agisindan kritik bir ulusal giivenlik meselesi
haline gelmistir (Durach vd., 2025). Teknolojik cephede ise iiretken yapay zekanin yiikselisi
dogrulama algoritmalarini siirekli bir evrime zorlamaktadir. Gelecekte kriz iletisimi sahte
icerik iireten yapay zeka sistemleri ile bu igerikleri tespit etmeye yonelik yapay zeka tabanlt
dogrulama mekanizmalar1 arasindaki siirekli gelisen bir dijital silahlanma yaris1 tarafindan

belirleyici bicimde sekillendirilecektir.
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10. BOLUM

ALGORITMIK OKURYAZARLIK VE HALKLA iLISKILERIN ONTOLOJIK
DONUSUMU

10.1. Dijitallesmeden Derin Medyatiklesmeye Epistemolojik Kopus

[letisim disiplini tarihsel tekamiilii igerisinde teknolojik yeniliklerin dogrudan etkisi altinda
sekillenen dinamik ve gecirgen bir alan olma Ozelligi tagimaktadir. Matbaanin icadiyla
baslayan kitlesel yayilim siireci elektronik medyanin yiikselisiyle birlikte zaman ve mekan
kisitlamalarini agmistir. Internetin ve Web 2.0 tabanl sosyal aglarin ortaya cikistyla ise bu
siire¢ tamamen etkilesimli bir yapiya biiriinmiistiir. McLuhan’in "ara¢ mesajdir" (1964)
yaklasimindan hareketle her yeni mecra kendi toplumsal orgiitlenme bi¢imini yaratmistir.
Ancak 21. ylizyilin ilk ceyregini geride birakirken halkla iligkiler (PR) mesleginin karsi
karsiya kaldigi doniisim Couldry ve Hepp’in (2017) "derin medyatiklesme" olarak

adlandirdig1 ontolojik ve epistemolojik bir kirilmaya isaret etmektedir.

Giliniimiizde bilginin dijital formata evrildigi statik bir enformasyon ortaminin &tesinde
bilginin iiretim ve tiiketim siireglerinin karmagik algoritmalar tarafindan otonom bigimde
yonetildigi bir Algoritmik Cagdan bahsetmek gerekmektedir (Bahri ve Wijaya, 2024; Beer,
2017). Manovich’in (2013) "yazilimin komutay1 ele almasi" olarak tanimladigi bu siirecte
toplumsal ve mesleki pratikler artan bir oranda verilestirme siirecine tabi tutulmaktadir

(Mayer-Schonberger ve Cukier, 2013; van Dijck, 2014).

Bu yeni paradigma PR profesyonelinin roliinii geleneksel kapi bekciligi islevinden
uzaklastirarak karmagik insan-makine sistemlerinin stratejik kiiratorliigline ve anlam
miithendisligine dogru evriltmektedir. Yapay zekd (YZ) teknolojilerinin 6zellikle de 2022
sonrasi ivme kazanan Uretken YZ (Generative AI) modellerinin iletisim ekosistemine
entegrasyonu mesleki pratiklerde salt bir verimlilik artis1 olarak okunmamalidir. Bu
teknolojiler mesajin igerigini, tonunu, baglamimi ve hedef kitleye ulasma bi¢imini yeniden
yapilandirmaktadir (Soldan, 2022; Zerfass vd., 2020). Geleneksel olarak insan zihnine ve
bilgisine atfedilen metin yazimi, gorsel tasarim, veri analizi ve kriz dngoriisti gibi yetkinlikler

artik derin 6grenme (deep learning) algoritmalari tarafindan simiile edilebilmektedir.

S6z konusu tablo PR profesyonelleri i¢in varolugsal bir sorgulamay1 beraberinde getirmekte
ve Algoritmik Okuryazarlik kavramimi yetkinlik setinin merkezine yerlestirmektedir. Bu

okuryazarlik tiirii algoritmalarin sosyo-teknik yapisin1 ve veri setlerinden kaynaklanan
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potansiyel Onyargilarini elestirel bir gézle degerlendirebilme kapasitesini ifade etmektedir
(Karaman ve Yigit, 2024; Kitchin, 2017). Pasqualemin (2015) "Kara Kutu Toplumu" ve
Broussard'in (2018) "Yapay Zekasizlik" kavramlariyla vurguladigi {izere algoritmalarin
tarafsiz matematiksel formiiller oldugu yanilgisindan kurtulmak bu okuryazarligin temelini

olusturmaktadir (Ridley ve Pawlick-Potts, 2021; Noble, 2018).

[letisim teknolojilerinin mesleki kimlik ve etik kodlar iizerindeki déniistiiriicii etkisini
anlamlandirmak teknoloji felsefesinin temel tartigmalarina basvurmayi zorunlu kilmaktadir.
PR profesyonelinin YZ karsisindaki durusu teknolojiyi nasil kavramsallastirdigina ve ona ne

tiir bir gorev atfettigine bagli olarak sekillenmektedir.

Teknolojik determinizm teknolojiyi toplumsal degisimin birincil siiriikleyicisi olarak
konumlandiran indirgemeci bir yaklasimdir. Ellul’tn (1964) "teknik" kavramiyla
derinlestirdigi bu goriise gore teknoloji otonom bir giice doniiserek verimlilik ve rasyonellik
ilkelerini topluma dayatmaktadir (Hauer, 2017). Determinist bakis agisinda toplum ve bireyler
teknolojinin belirledigi rotaya uyum saglamak zorunda olan pasif alicilar olarak
goriilmektedir. PR sektorii 6zelinde bu durum genellikle "otomasyon kaygisi" seklinde
tezahiir etmektedir. Frey ve Osborne'un (2017) c¢aligmalariyla yanki bulan "yapay zeka
uzmanlarin yerini alacak m1?" sorusu 6ziinde determinist bir kaygiy1 barindirir. Profesyoneller
algoritmalarin isleyis mantigmmi sorgulamadan platformlarin dayattigi kurallar1 mutlak
dogrular olarak kabul ederlerse mesleki 6zerkliklerini yitirme riskiyle karsilagirlar (Soldan,

2022).

Determinizme elestirel bir yanit olarak gelisen teknolojinin toplumsal sekillenisi yaklagimi
teknolojinin toplumsal baglamlardan yalitilmig bir ortamda gelismedigini savunmaktadir
(MacKenzie ve Wajcman, 1985). Andrew Feenberg'in (1991) "teknolojinin elestirel teorisi" ile
destekledigi bu goriise gore teknoloji tasarimindan kullanimina kadar insan tercihleri ve gii¢
iligkileri  tarafindan  sekillendirilir.  Teknolojinin  toplumsal sekillenisi  yaklasimi
perspektifinden bakildiginda algoritmalar kagimilmaz bir kader degil belirli amaclar i¢in
tasarlanmis insan yapimi ingalardir. Bir haber akis algoritmasinin giivenilir bilgiyi mi yoksa
sansasyonu mu Onceliklendirecegi teknik bir zorunluluktan ziyade politik bir karardir. Bu
yaklasim PR profesyonelini teknolojinin tasarim siire¢lerine miidahale eden stratejik bir aktor

konumuna yiikseltmektedir (Williams ve Edge, 1996).

Latour ve Callon tarafindan gelistirilen Aktor-Ag Teorisi (ANT) PR ve YZ iligkisini anlamak
icin radikal bir ontoloji sunmaktadir. ANT toplumsal olani insanlarin yan1 sira insan olmayan

unsurlarin da dahil oldugu heterojen bir ag olarak tanimlar (Latour, 2005; Callon, 1984). Bu
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teoride ag lizerinde fark yaratan her sey aktor olarak kabul edilir. PR baglaminda bir chatbot
veya sosyal medya algoritmasi pasif bir ara¢ olmaktan ziyade ag icinde giic iliskilerini
degistiren ve bilgiyi terciime eden birer aktordiir. Moffatt v. Air Canada vakasinda goriilecegi
tizere bir chatbot'un miisteriye yanlis bilgi vermesi kurumun itibarin1 dogrudan etkileyen bir

eylemdir ve bu durum chatbot'a bir tiir "hibrit faillik" kazandirir.

Sosyo-materyalite sosyal ve materyal diinyalarin ontolojik olarak birbirinden ayrilamaz bir
sekilde i¢ ice gectigini One slirmektedir (Orlikowski ve Scott, 2008). Verbeek'in (2005)
"teknolojik dolayim" kavramiyla agikladigi lizere teknoloji diinyay: algilayis bi¢cimimizi ve
ahlaki kararlarimiz1 sekillendirir. Bu yaklagima gore dijital PR ve geleneksel PR ayrimi
anlamsizlagsmaktadir. Cilinkii modern PR pratigi dogasi geregi materyal teknolojilerle
biitiinlesmistir. Leonardi'nin (2012) belirttigi gibi teknoloji is siireglerine gdmiilii degil igin
kendisiyle dolagik haldedir.

10.2. Algoritmik Okuryazarlik Kavrami

Algoritmik okuryazarlik 21. yiizyil iletisim profesyonelinin en kritik yetkinliklerinden biridir.
Bu kavram salt teknik bir kodlama bilgisini degil algoritmik sistemlerin dogasina ve yarattigi

etik sonuglara dair ¢ok katmanli bir epistemolojik anlayis1 ifade etmektedir.

Algoritmik okuryazarlik bireylerin algoritmalarin varligin1 fark etmesi, ¢alisma mantigini
anlamasi ve ¢iktilarini elestirel bir sekilde degerlendirebilmesi yetenegidir (Karaman ve Yigit,
2024; Dogruel vd., 2022). Cotter (2019) bu kavrami "Elestirel Algoritmik Okuryazarlik"
olarak genisleterek algoritmalarin gii¢ iliskilerini ve kiiltlirel hegemonya bi¢imlerini kodlayan
yapilar oldugunu vurgular. Bucher (2018) programlanmis sosyallik kavramiyla algoritmalarin
insan iliskilerini yonlendirdigine dikkat ¢cekerken okuryazarligin bu yonlendirmeyi ifsa etme

kapasitesi oldugunu belirtir (Ridley ve Pawlick-Potts, 2021).

Literatiir algoritmik okuryazarlig: bilissel, duyussal ve davranigsal olmak iizere {i¢ ana boyutta

incelemektedir (Gagréin vd., 2024; Zarouali vd., 2021).

Biligsel Boyut, kullanicinin algoritmalarin isleyis mantigini bilmesini kapsar. ChatGPT gibi
modellerin birer hakikat kaynagi degil istatistiksel olasilik hesaplayan araclar oldugunu

kavramak bu boyutta yer alir (Archambault vd., 2024).

Duyussal Boyut, kullanicinin algoritmalara karsi gelistirdigi elestirel tepkileri igerir. PR
profesyonelleri i¢gin algoritmalarin manipiilatif dogasina kars1 pasiflesmek etik dist kullanimi

kaniksama riskini dogurmaktadir.
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Davranissal Boyut ise algoritmik sistemlerle stratejik etkilesim kurma becerisidir. Igerigin
goriiniirliigiinii artirmak i¢in algoritmayr optimize etme veya gizlilik ayarlarini yonetme

eylemleri bu kapsamdadir (Swart, 2021).

Tablo 13: PR Profesyonelleri I¢in Algoritmik Okuryazarlik Yetkinlik Cergevesi

Okuryazarhk Boyutu Tanim PR Profesyoneli icin Gerekli Yetkinlik / Eylem

« "Kara Kutu" mantigint anlamak.

* Bir igerigin neden viral oldugunu teknik olarak
aciklayabilmek.

*Veri setlerinin nasil egitildigini sorgulamak.

Algoritmalarin varligimin ve
Bilissel Boyut (Bilmek) | caligma mantiginin farkinda
olmak.

Algoritmik kararlara karst * "Algoritmik Sinizm"e (¢aresizlik) diigmemek.

Duyussal Boyut . . * Teknolojiye korii korline giivenmemek
. gelistirilen elestirel durus ve U
(Hissetmek) iiven diizevi (Otomasyon Yanliligi riskini yonetmek).
£ - Etik kaygilar (seffaflik, adalet) icsellestirmek.
* Algoritmay1 lehe ¢evirecek igerik stratejileri
Davramgsal Boyut Algoritmik sistemlerle stratejik gehst.lrnllelf @EO’ Hashtag).
. L * Veri izini yonetmek ve korumak.
(Yapmak) etkilesim kurma becerisi.

+"Insan Déngiide" (HITL) mekanizmasini is
stireclerine entegre etmek.

10.3. OSPC Modeli Ekseninde PR Ekosisteminin Donusumu

Yapay zekanin doniistiiriicii etkisini analiz etmek i¢in Organizasyon-Durum-Kamu-lletisim
(Organization-Situation-Public-Communication- OSPC) modeli kapsamli bir c¢ergeve

sunmaktadir (Global Alliance, 2025; CIPR, 2024).

Organizasyonel diizeyde YZ verimlilik ve otomasyon ekseninde radikal degisimler
yaratmaktadir. CIPR (2024) raporuna ve Zerfass ve Brockhaus (2023) verilerine gére PR
gorevlerinin yaklasik %401 YZ araglar1 tarafindan desteklenebilir niteliktedir. Medya takibi
ve veri girisi gibi rutin iglerin makinelere devredilmesi insan kaynaginin daha stratejik
alanlara kaydirilmasina olanak tanir. Ancak bu doniisiim sektorde ciddi bir yetenek agigini
beraberinde getirmektedir (Gregory, 2022). Ayrica ¢alisanlarin giivenlik protokolleri olmadan
YZ araglarin1 kullanmasiyla ortaya ¢ikan "Golge BT" (Shadow IT) riski kurumsal veri
giivenligini ve fikri miilkiyet haklarini tehdit etmektedir (Wirtz vd., 2019).

Kriz yonetimi siireclerinde YZ reaktif yaklagimdan proaktif yaklagima gecisi miimkiin
kilmaktadir. Sosyal dinleme araglar1 anomali tespiti yoluyla kriz sinyallerini insanlardan ¢ok
daha once yakalayabilmektedir (USC Annenberg, 2025). Coombs'un (2007) Durumsal Kriz
Iletisimi Teorisi YZ'nin sagladig1 veri yogunlugu ile yeni bir boyut kazanmaktadir. Comes,
(2024) tarafindan tartisilan YZ Destekli Kriz Karar Matrisi simiilasyon destegi sunsa da
O'Neil'n (2016) uyardig1 gibi gegmis verilerle egitilen modellerin Onyargilar1 tekrar etme

riski goz ard1 edilmemelidir.
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Kamu diizeyinde biiyiik veri analitigi hedef kitleleri demografik 6zelliklerinden ziyade dijital
ayak izlerine gore segmentlere ayirarak hassas mikro-hedefleme yapilmasina olanak tanir.
Cheney-Lippold (2017) bu durumu Algoritmik Kimlik olarak tanimlar. Bu durum mesajin ikna
giiclinii artirsa da Sunstein'in  (2007) Ongoérdiigli "yanki odalari"ni (echo chambers)
derinlestirerek toplumsal kutuplagma riskini beraberinde getirmektedir. Ayrica Zuboffun
(2019) elestirdigi "davranigsal artik" {izerinden deger liretimi mahremiyet tartismalarini

alevlendirmektedir.

Iletisim diizeyinde igerik iiretim siirecleri otonom hale gelmis ve mesajin ulagimi
algoritmalarin filtrelerine bagli kilinmigtir. Sentetik medya iiretiminin artig1 igerik
enflasyonuna yol agmaktadir. Bu yeni diizende PR stratejisi algoritmik kapi bekgiligi
mekanizmalarini dikkate alarak optimize edilmelidir. Ancak YZ'nin {irettigi icerigin dogrulugu

ciddi bir editoryal denetim gerektirmektedir.

Yapay zeka halkla iliskilerin kronik sorunlarindan biri olan dl¢limleme pratigini de temelden
degistirmektedir. Bilimsel gecerliligi olmayan Reklam Esdegeri (AVE) gibi metrikler YZ'nin
sundugu i¢goriiler karsisinda anlamim yitirmektedir. Iletisim Olgiimleme ve Degerlendirme
Uluslararas: Birligi'nin (AMEC) gelistirdigi "Barcelona Ilkeleri 3.0" ile uyumlu olarak YZ
cikt1 odakli dl¢glimlemeden etki odakli dlgiimlemeye gegisi hizlandirmaktadir (Macnamara ve
Gregory, 2020). Gelismis NLP algoritmalari metindeki duygu yogunlugunu analiz
edebilmektedir ancak bu analitik gilic bot trafigi gibi algoritmik giiriiltiilerle manipiile

edilmeye agiktir (Buhmann ve Fieseler, vd., 2020).
10.4. insan-Makine is Birligi Modelleri ve Vaka Analizleri

PR profesyonelinin varolusu makine tarafindan ikame edilmek degil makine ile isbirligi

yaparak yeteneklerini zenginlestirmek iizerine kuruludur.

Insan Déngiide (Human-in-the-Loop-HITL) yaklasimi otomasyonun hizi ile insanin yargi
yetenegini birlestiren hibrit bir tasarimdir. Bu modelde YZ otonom bir karar verici degil zeki
bir asistan roliindedir (IBM, 2024; Wagner vd., 2025). Ackerman (2025) tarafindan onerilen
cerceve ise igerik liretimini insan ve makine arasinda yinelemeli bir diyalog olarak kurgular.

Bu siiregte insanin elestirel durusu hayati 6nem tasir.

e Moffatt v. Air Canada Davast (Hukuki Faillik): Air Canada'nin YZ destekli chatbot'u bir
yolcuya yanlis indirim bilgisi vermis ve mahkeme siirecinde sirket chatbot'un kendi
eylemlerinden sorumlu ayri bir tiizel kisilik oldugunu savunmustur. Ancak Kanada

Mahkemesi bu savunmay1 reddederek chatbot'u sirketin bir pargasi kabul etmis ve kurumu
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"thmalkar yanlis beyan" nedeniyle sorumlu tutmustur (Civil Resolution Tribunal, 2024).
Bu vaka YZ'nin sorumluluktan kagis araci olamayacagini ve algoritmanin hatasinin

kurumun hatas1 oldugunu kanitlamistir.

o Samsung Veri Sizintist (Gélge BT ve Ticari Sirlarin Ifsast): Samsung miihendislerinin gizli
kaynak kodlarimi diizeltmek icin ChatGPT kullanmasi verilerin OpenAl sunucularina
yiiklenmesine ve ticari sirlarin ifsasina yol agmistir (Mauran, 2023). Bu olay algoritmik
okuryazarligin araci kullanmanin 6tesinde veri yonetisimi ve gizlilik politikalart bilincini

de kapsadigini ortaya koymaktadir.

e Google Gemini Krizi (Tarihsel Revizyonizm ve Asirt Diizeltme): Google'ln Gemini modeli
cesitlilik parametrelerini baglamdan kopuk uygulayarak Siyahi Nazi askerleri gibi tarihsel
gerceklige aykir1t gorseller iiretmistir. Bu asir1 diizeltme hatasi algoritmalarin baglamsal
zekddan yoksun oldugunu ve PR profesyonellerinin kiiltiirel denetim yapmadan YZ

ciktilarini kullanmamalar1 gerektigini gostermistir (Milmo, 2024).

Sektordeki algoritmik dontisiim halkla iliskiler egitiminde kokli bir reformu zorunlu
kilmaktadir. Miifredat teknik becerilerin 6tesinde "Kodun Sosyolojisi" ve "Algoritmik Etik"
derslerini icermelidir. Bununla birlikte YZ ile etkili iletisim kurma sanati olan "Istem
Miihendisligi" (Prompt Engineering) yeni donemin retorik yetkinligi olarak one ¢ikmaktadir.
Istem miihendisligi baglami tanimlama ve ¢iktiy1 rafine etme becerisidir. Aristo'nun Ethos,
Pathos ve Logos kavramlar1 dijital diizlemde algoritmay1 ikna etme ve yOnlendirme

stratejilerine doniismektedir.
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SONUG

Yirmi birinci ylizyilin ilk ¢eyregini geride birakirken insanlik tarihi; iletisim teknolojilerinin
bilgi aktarim hizin1 artirmanin yani sira gercekligin ingasini ve toplumsal oOrgiitlenme
bicimlerini yeniden tanimladigi radikal bir kirilma siirecinden ge¢mektedir. Bu calismada;
teorik tartigmalar, vaka analizleri ve yasal ¢erceveler detaylandirilmistir. S6z konusu analizler,
halkla iliskiler disiplininin ve stratejik iletisimin aragsal bir modernizasyonun ¢ok Gtesinde,
derin ve sarsic1 bir ontolojik doniisiim gegirdigini ortaya koymaktadir. Bu doniigiim, iletisimin
artik yalnizca insan 6zneler arasinda gergeklesen, anlam ve riza iiretimine dayali bir diyalog
olmadigini gostermektedir. Iletisim siirecleri; veri setleri, makine dgrenimi modelleri, otonom
yazilimlar ve insan aktorler arasinda gergeklesen hibrit, karmagik ve siirekli miizakere edilen
yeni bir yapiya evrilmistir. Gliniimiiz tablosunda, verinin serbestce dolastig1 enformasyon ¢agi
yerini; insan davraniginin veri araciligiyla ongoriildiigli, modellendigi ve denetlendigi bir

algoritmik yonetisim ¢agina birakmistir.

Bu yeni diizende, iletisim disiplininin iizerine insa edildigi zemin kaymakta ve mesleki
pratiklerin mesruiyet kaynaklar1 koklii bir sorgulamaya tabi tutulmaktadir. Geleneksel halkla
iligkiler modelleri, temel olarak kurumlar ve hedef kitleler arasinda giivene dayali iligkiler
inga etmeyi hedefler. Ancak algoritmik ¢agin dinamikleri; bu iliskiyi veri madenciligi,
gozetim ve davranigsal ongorii iizerine kurulu teknik bir miihendislik faaliyetine indirgeme
riski tagimaktadir. Calismamizin en temel c¢iktilarindan biri, algoritmalarin iletisim
stireclerinde pasif birer ara¢ veya tarafsiz birer tasiyict olmadiklar1 gercegidir. Aksine, bu
sistemler neyin goriiniir olacagma, hangi krizin biylylip hangisinin sonlimlenecegine,
kimlerin dijital kamusal alana dahil edilip kimlerin dislanacagina karar veren otonom ve gii¢lii
birer fail konumuna yiikselmistir. Bu durum, ge¢misin insan merkezli esik bekg¢iligi roliiniin,
seffaf olmayan kodlar ve ticari saiklerle ¢alisan protokoller tarafindan devralindigi yeni bir

iktidar yapisini isaret etmektedir.

Bu iktidar yapisinin merkezinde yer alan ve ¢alismamizda kara kutu metaforuyla tanimlanan
algoritmik opaklik, halkla iligkiler meslegi i¢in varolugsal bir paradoks yaratmaktadir.
Seffaflik, hesap verebilirlik ve giiven insasinm1 mesleki varlik nedeni sayan bir disiplinin;
isleyisi belirsiz, denetlenmesi giic ve kararlar1 agiklanamaz sistemler {lizerinden nasil etik bir
strateji gelistirecegi biiyiikk bir muammadir. Dolayisiyla bu soru, salt teknik bir problem
olmanin &tesinde, derin bir etik krizin de habercisidir. Algoritmalarin tarafsiz matematiksel
araglar oldugu miti, bu c¢alisma boyunca incelenen ¢ok sayida vaka ile yapibozuma

ugratilmigtir. Veri setlerine gémiilii tarihsel dnyargilarin, irk¢iligin, cinsiyetgiligin ve sinifsal
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esitsizliklerin, yapay zekd sistemleri aracilifiyla dijitalleserek yeniden {iretildigi ve
matematiksel kesinlik maskesi altinda mesrulastirildig1 goériilmektedir. Dolayisiyla gelecegin
iletisimi, hedef kitleye ulasma basarisinin yani sira verinin adil kullanimi ve algoritmik

kararlarin etik denetimi iizerine insa edilmelidir.

Dijital ekosistemin mimarisi, Ozellikle yanki odalar1 ve filtre baloncuklar1 iizerinden
toplumsal uzlas1 zeminini tahrip eden bir yapi sergilemektedir. Algoritmalar, etkilesimi
maksimize etmek adina kullanicilar1 kendi diinya goriislerine hapsetmekte ve duygusal olarak
tetikleyici igerikleri oOdiillendirmektedir. S6z konusu mekanizma, demokratik miizakere
kiiltiirlinii zayiflatmakta ve toplumu parcalanmis gergekliklere siiriiklemektedir. Hakikat
sonras1 ¢agda, nesnel gercekligin yerini algoritmik olarak tretilmis sentetik gercekliklerin
almasi, kriz iletisimini daha 6nce hi¢ olmadigi kadar zorlu bir cepheye doniistiirmiistiir. Derin
sahtecilik teknolojilerinin ve lretken yapay zekdnin yarattigi riskler, gorme ve duyma
duyularimiza dayali kanit rejimini sarsmakta; kurumlarin itibarmi ve toplumun bilgiye olan
giivenini tehlikeye atmaktadir. Bu kaotik ortamda iletisim profesyonelinin gorevi, kurumun
mesajini  yayma islevinin Otesinde dezenformasyonla miicadele eden, algoritmik
manipiilasyonlar: ifsa eden ve topluma bir dogrulama kalkani saglayan hakikat savunucusu

roliinii iistlenmeyi gerektirir.

Teknolojinin hizi ile hukukun ve etigin hiz1 arasindaki makas giderek agilsa da kiiresel dlgekte
yiikselen dijital anayasacilik hareketi, teknolojinin bu kontrolsiiz alaninin denetim altina
alinabilecegine dair bir umut 15181 yakmaktadir. Ancak yasal diizenlemeler tek basma yeterli
degildir. Bu ¢alismanin nihai 6nerisi, teknolojik determinizmin kabullenici tavrini reddederek,
teknolojiyi insan denetimi ve etik degerlerle ¢ergevelemektir. Insan dongiide yaklagimi,
makinenin hesaplama giicii ile insanin vicdani, empatik ve baglamsal zekasinin sentezlendigi
bir hibrit bilgelik modelini savunmaktadir. Yapay zeka, veri analizi ve igerik liretiminde insan
kapasitesini asan bir hiza sahip olsa da anlami insa etme, etik muhakeme yapma ve karmasik

duygusal siiregleri yonetme konusunda insan uzmanligi vazgecilmezligini korumaktadir.

Sonug olarak, algoritmik cagda iletisimci olmak, kodlarin soguk rasyonelligi karsisinda
insanin sicak, kusurlu ama vicdanli yargisini temsil etmektir. Veri, ne kadar biiyliik ve
kapsamli olursa olsun, baglam1 ve anlami kendi basina iiretemez. Anlami insa edecek, veriye
ruh katacak ve teknolojiyi insan onuru ekseninde yonetecek olan yine insan zekasidir. Bu
kitap, akademisyenlere, 6grencilere ve sektor profesyonellerine, algoritmalarin ¢izdigi kaderi
kabullenen pasif operatorler olmak yerine, o algoritmalar: seffaflik, adalet ve toplumsal fayda

icin yeniden tasarlayan, sorgulayan ve yoOneten stratejik liderler olma ¢agrisinda
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bulunmaktadir. Gelecek, yapay zekaya teslim olanlarin degil, onunla is birligi yaparken etik

pusulasin1 elden birakmayanlarin ve teknolojiyi insanligin ortak iyiligi i¢in yeniden

kodlayanlarin olacaktir.





