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ONSOZ

Yapay zekd, makine Ogrenmesi ve derin Ogrenme
uygulamalari, son yillarda savunma teknolojileri, afet yonetimi,
kurumsal giivenlik ve otonom sistemler gibi kritik alanlarda veri
odakl1 karar verme siire¢lerinin temel belirleyicilerinden biri haline
gelmistir. Artan hesaplama kapasitesi, yiiksek hacimli veri setlerine
erisim ve gelismis modelleme yaklasimlari, geleneksel yontemlerle
coziimlenmesi gii¢ olan karmagsik problemlerin yapay zeka tabanli
algoritmalar araciligiyla daha yiiksek dogrulukla ele alinmasini
miimkiin  kilmaktadir. Bu baglamda, tespit, smiflandirma,
optimizasyon ve durum farkindaligina iligkin siire¢lerin bilimsel
niteligi 6nemli dl¢ilide gelismistir.

Bu kitapta yer alan bodliimler, yapay zeka temelli tespit ve
analiz sistemlerinin farkli problem kategorilerindeki uygulamalarini
bilimsel bir bakis agisiyla ele almaktadir. Askeri kara araglarinda
stirticti uykululugunun goriintii isleme ve derin 6grenme teknikleri
ile tespiti, afet sonrasi gilivenli rota belirlemede hasar analizi
modellerinin kullanimi, analog veri kaynaklarinin ¢ok modlu yapay
zekd yaklasimlariyla  dijitallestirilmesi, kurumsal giivenlik
tehditlerinin makine 6grenimi yontemleri ile analiz edilmesi ve
modern drone tespit problemlerinin YOLO mimarileri {izerinden
karsilagtirmali degerlendirilmesi gibi konular, veri bilimi ile
uygulamali mithendislik arasindaki etkilesimin somut 6rneklerini
olusturmaktadir.

Kitabin amaci, yapay zekanin farkli uygulama alanlarinda
nasil  konumlandigini, yontemsel c¢esitliligini, algoritmik

performansint ve modelleme siireclerinin teknik ayrintilarini
v



sistematik bir ¢er¢evede sunmaktir. Her boliim, problem tanimi,
literatiir arka plani, yontemsel yaklasim, veri seti ozellikleri,
deneysel kurulum, performans degerlendirme metrikleri ve
sonuglarin bilimsel yorumunu icerecek sekilde yapilandirilmistir. Bu
kapsam, kitabin hem arastirmacilar hem de uygulayicilar i¢in
kapsamli bir bilimsel referans kaynagi olmasini amaglamaktadir.
Bu eserin hazirlanmasinda katki sunan arastirmacilara ve
derleme siirecinde destek veren yazarlara tesekkiir eder; kitabin
yapay zeka tabanli tespit sistemleri literatiirline degerli katkilar

saglayacagina inantyoruz.

Editorler:

Dr. Ogr. Uyesi Sema SERVI

Ogr. Gor. Dr. Abdullah Cem AGACAYAK
Ogr. Gor. Havva Hazel ARAS
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BOLUM 1

ASKERI KARA ARACLARINDA YAPAY ZEKA
TABANLI SURUCU UYKULULUK TESPITI

Beyza AKKOC™*, Musa DOGAN ***

GIRIS

Siiriicli yorgunlugu ve dikkat kaybi, yalnizca sivil trafikte degil, ayni
zamanda askeri operasyonlarda da o©nemli giivenlik riskleri
olusturmaktadir. Uzun siireli devriyeler, gece gorevleri ve yliksek
stresli operasyonel ortamlar, stirliciilerin dikkat seviyelerini dustirerek
kazalara ve gorev basarisizliklarina yol acabilmektedir (Akagiindiiz &
Aydilek, 2021). Bu nedenle, siiriicli davraniglarinin ger¢ek zamanli

olarak izlenmesi ve uyku halinin erken belirtilerinin tespit edilmesi
kritik bir gereklilik haline gelmistir (Cubuk¢u vd., 2015).

Askeri operasyonlarda siirlici yorgunlugu, operasyonel basariyi
tehdit eden en 6nemli unsurlardan biridir. Modern savas doktrinlerinde,
yapay zeka kontrollii sistemlerin kullanimi sadece otonom araglarla
sinirlt kalmayip, mevcut platformlarin akilli savunma sistemlerine
dontstiirtilmesini de kapsamaktadir. Bu doniisim siireci, insansiz
savaglara dogru giden yolda yapay zeka kontrollii mekanizmalarin ne
denli kritik bir role sahip oldugunu gostermektedir (Glintiirkiin, 2022).
Stirticti uykululuk tespit sistemleri de bu otonomlagsma ve giivenlik

™ Lisans Ogrencisi, Selcuk Universitesi, Teknoloji Fakiiltesi, Bilgisayar
Miihendisligi Boliimii, Konya, ORCID: orcid.org/0009-0006-5725-8995
** Dr. Ogr. Uyesi, Selguk Universitesi, Teknoloji Fakiiltesi, Bilgisayar
Miihendisligi Boliimii, Konya, ORCID: orcid.org/0000-0001-8757-2869
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hiyerarsisinin temel bir parcgasi olarak kabul edilmektedir (Giintiirkiin,
2022, s. 125). Askeri operasyonlarda uzun siireli devriyeler ve ytiksek
stresli ortamlar, siirticiilerin dikkat seviyelerini diisiirerek kazalara yol
acabilmektedir. Bu riskleri minimize etmek amaciyla gelistirilen siiriicii
izleme sistemlerinde, davranigsal gostergelerin analizi kritik bir rol
oynamaktadir. Giiniimiizde bu analizlerin temelini olusturan derin
ogrenme (deep learning) teknikleri, bilgisayar bilimleri ve mithendisligi
alaninda devrim niteliginde ¢oziimler sunmaktadir. Derin 6grenme
mekanizmalari, verilerin ¢ok katmanli yapilar araciligiyla islenmesini
saglayarak uykululuk tespiti gibi karmasik gorevlerde yiiksek basari
saglamaktadir (Civcik & Kholdorov, 2024).

Sistemin basarisi, siirlicliniin yiiziindeki mikro ifadelerin dogru bir
sekilde tanimlanmasina dayanir. Bu siirecte kullanilan matematiksel
yapiya dayali oriintli tanima yontemleri, gorsel verilerin sayisal olarak
anlamlandirilmasi ve smiflandirilmasi igin gerekli teorik cerceveyi
olusturmaktadir (Civcik, 2024). Ayrica, bu tiir yapay sinir aglarinin
gercek zamanli ¢alisabilmesi i¢in hesaplama hizini artiran algoritmalara
ihtiya¢ duyulmaktadir (Allahverdi vd., 1994). Yapay sinir aglarinda
FFT tipli algoritmalarin gergeklestirilmesi, &zellikle yiiksek
¢Ozunlirliklii gortntiilerin  islendigi askeri platformlarda islem
performansini optimize eden 6nemli bir yaklagimdir (Allahverdi vd.,
1994).

Bu calismada, askeri kara araglarinda siirtis glivenligini artirmak
amaciyla Yapay Zeka Tabanli Siirticti Uykululuk Tespit Sistemi
gelistirilmistir. Bilgisayarla gorii ve derin 6grenme tekniklerindeki hizli
gelismeler sayesinde, g6z kapanma siiresi, yiiz ifadeleri ve bas
pozisyonu gibi davranissal gostergelerin yliksek dogrulukla analiz
edilmesi miimkiin hale gelmistir (Erdem & Kog, 2020). Ozellikle
YOLO tabanli nesne tespit algoritmalari, ger¢ek zamanli islem
kabiliyeti ve yiiksek tespit performansi sayesinde bu tiir uygulamalarda

yaygin olarak kullanilmaktadir (European New Car Assessment
Programme [Euro NCAP], 2023).

Bu algoritmalarin hizli ve giivenilir sekilde c¢alisabilmesi, askeri
platformlarda anlik durum degerlendirmesi gerektiren uygulamalar i¢in
onemli bir avantaj saglamaktadir.

Mevcut literatiir, yiiz ve gdz hareketlerinin izlenmesinin siirticiiniin
dikkat seviyesini belirlemede olduke¢a etkili oldugunu gostermektedir
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(Kiigtikgoksel & Kaplan, 2023). Ayrica otomotiv sektoriinde kullanilan
gelismis stirticii izleme sistemleri, dikkat kaybi tespit edildiginde arag
ici uyarilar olusturarak kazalarin Onlenmesine katki saglamaktadir
(National Highway Traffic Safety Administration [NHTSA], 2020).
IEEE standartlarina gore, uyar1 mekanizmalarinin etkili ve rahatsiz
edici olmayan ikazlar sunabilmesi i¢in insan—makine araylizii
gereksinimlerine uygun olmasi gerekmektedir (IEEE, 2021).

Sistemin donanim altyapist Raspberry Pi lizerine kurulmustur.
Diisiik gii¢ tiiketimi, esnek GPIO yapisi ve kamera uyumlulugu
sayesinde Raspberry Pi, bilgisayarla gorii tabanli uygulamalarda yaygin
olarak kullanilmaktadir (Raspberry Pi Foundation, 2022). Ayrica, yiiz
tespiti, kare isleme ve veri yorumlama islemlerinin verimli bir sekilde
gerceklestirilebilmesi i¢in goriintli analizi asamasinda OpenCV
kiitiiphanesinden yararlanilmistir (Kocamaz, 2020). Nesne takibi,
tanima ve goriintli isleme alanlarinda yapilan 6nceki calismalar da
sistem tasarimina rehberlik etmistir (Tekin & Seyit, 2022; Zhao vd.,
2021). Derin 0Ogrenme algoritmalarinin sagladig1r yliksek tespit
performansi, sadece siirlicti izleme sistemlerinde degil, ayn1 zamanda
tarimsal {rlinlerin  Agtron tabanli smiflandirilmast gibi farkli
endiistriyel alanlarda da agiklanabilir yapay zeka (XAI) cerceveleriyle
basariyla uygulanmaktadir (Aras vd., 2025). Goriintii isleme tabanli bu
tiir hibrit yapilar, karmasik uykululuk analizlerinin yani sira tibbi teshis
sistemlerinde, Ozellikle DenseNetl21 ve Grad-CAM kullanilarak
gergeklestirilen cilt kanseri tespiti ¢alismalarinda da kritik bir 6neme
sahiptir (Aras, 2025).

Sonug olarak, yapay zeka tabanli siirticti uykululuk tespit sistemlert,
askeri kara araclarinda hem giivenligi hem de operasyonel verimliligi
onemli Ol¢lide artirma potansiyeline sahiptir. Modern derin 6grenme
teknikleri ve bilgisayarla gorii yontemlerinden faydalanan bu ¢alisma,
askeri personelin operasyonel performansini ve giivenligini destekleyen
etkili bir ¢6ziim sunmay1 amag¢lamaktadir.

MATERYAL VE METOD

Bu projede kullanilan materyal ve yontemler; siirlicii uykululuk
halinin ger¢ek zamanli, giivenilir ve diisiik maliyetli bir sekilde tespit
edilmesini amaglayan yapay zeka, goriintii isleme ve derin 6grenme
tekniklerine dayanmaktadir. Sistem tasariminda kullanilan bilegenlerin
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birbiriyle uyumlulugu, yiiz ifadelerinin dogru bi¢imde analiz edilmesi
ve gecikme olmaksizin uyar1 verilmesi agisindan kritik 6neme sahiptir.

Sistemde kullanilan derin 6grenme modelleri, karmasik verilerin
islenmesinde kullanilan ileri sinir agi mimarilerine dayanmaktadir.
Ozellikle geri beslemeli sinir aglari (recurrent neural networks),
zamansal verilerin analizinde ve harmonik tespitler gibi hassas
Ol¢limlerde yiiksek performans sergilemektedir (Temurtas vd., 2004).
Bu tiir ag yapilarinin dogrusal olmayan sistemlerdeki basarisi, siiriicii
davranislarindaki anlik degisimlerin izlenmesi igin gereken
matematiksel altyapiy1 destekler.

Ayrica, sistemin karar verme mekanizmalarinda kullanilan yapay
zeka teknikleri, tip ve kontrol miihendisligi gibi hata paymnin sifira
yakin olmasi gereken alanlarda da riistiinii ispatlamistir. Ornegin,
anestezi gaz kontrolii gibi kritik siire¢lerde kullanilan noéro-bulanik
(neuro-fuzzy) sistemler, karmasik verilerden gilivenilir sonuglar
¢ikarma yetenegine sahiptir (Tosun & Gintiirkiin, 2010). Benzer
sekilde, Elman'in geri beslemeli sinir aglarinin esnek geri yayilim
algoritmalariyla tibbi dozaj belirlemede kullanimi, sinir aglarinin ne
kadar hassas smiflandirmalar  yapabildigini  kanitlamaktadir
(Guntiirkiin, 2010). Bu yontemlerin uykululuk tespitine uyarlanmasi,
sistemin yanlig alarm oranlarini minimize ederek dogrulugunu
artirmaktadir.

Projede YOLOVS, OpenCV, Python programlama dili, Raspberry
P1, bir kamera modiilii ve buna ek olarak LSTM tabanli zaman serisi
analizi birlikte kullanilmistir.

YOLOVS modeli, siirticiiniin yiiziindeki mikro ifadelerin gercek
zamanli olarak tespit edilmesini saglayan temel bilesen olarak
kullanilmig; g6z kapanma stiresi, goz kirpma siklig1 ve esneme gibi
yorgunluk gostergelerinin belirlenmesine olanak tanimigtir. Goriintiiler
ilk olarak OpenCYV kiitliphanesi kullanilarak islenmis; yiiz, g6z ve agiz
bolgeleri tespit edilerek karelerden anlamli 6zellikler ¢ikarilmistir.

Python, YOLOvV8, OpenCV, LSTM modeli ve tiim donanim
bilesenlerini entegre eden merkezi yazilim altyapisi olarak goérev
yapmistir.

Raspberry Pi, sistemin gomiili donanim platformu olarak
kullanilmistir. Diisiik maliyeti, taginabilirligi ve yeterli islem kapasitesi
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sayesinde hem goriintli isleme islemlerini hem de derin 68renme
modellerini ¢alistirabilecek niteliktedir. Bu cihaza bagli USB kamera
veya Pi Kamera Modiili, stirlicliniin yiizlinii stirekli olarak izlemekte ve
analiz i¢in gerekli video akisini saglamaktadir. Kameranin diisiik 151k
kosullarinda dahi net goriintii alabilme yetenegi, modelin dogrulugunu
artirmaktadir.

Bu calismada, stirlicti uykululuk halinin tespiti icin YOLOV8 ve
LSTM modellerini igeren hibrit bir yap1 kullanilmistir. Goriintii isleme
asamasinda, 6zellikle nesne tespiti ve siniflandirma goérevlerinde {istiin
basar1 sergileyen evrisimli sinir aglar1 (CNN) temel alinmustir.
Literatiirde evrisimli sinir aglar1 kullanilarak gergeklestirilen sigara
icenlerin tespiti gibi ¢alismalar, bu aglarin stirlicii kabini i¢erisindeki
spesifik insan davraniglarini ve nesneleri tanimadaki yetkinligini
kanitlamaktadir (Civcik, 2022). Bu projede kullanilan yontem, yalnizca
anlik kare analizleriyle sinirli degildir; ayni zamanda siiriictiniin
zamana bagli davranis degisimlerini degerlendirmek amaciyla LSTM
(Long Short-Term Memory) tabanli bir yaklasimi da icermektedir.
LSTM modelleri, ardistk zamansal verilerdeki uzun doénemli
bagimliliklar1 basarili bir sekilde yakalayabilmektedir. Bu nedenle,
YOLOVS tarafindan tespit edilen g6z a¢ikligi, kapanma stiresi, esneme
hareketleri ve yiiz kasi dinamikleri gibi parametreler zaman serisi
girdileri olarak LSTM modeline aktarilmistir. Boylece uykululuk
durumu yalnizca tek bir kareye dayanarak degil, belirli bir zaman
araligindaki davranis egilimlerine gore de tespit edilebilmektedir.
LSTM modelinin sagladig1 zamansal analiz yetenegi, yanlis pozitiflerin
azaltilmasina ve daha kararli bir uyar1 mekanizmasinin olusturulmasina
katki saglamaktadir.

Goriintli isleme, nesne tespiti ve zamansal davranig analizinin
birlikte destekledigi bu yapi, siiriiciiniin dikkat seviyesini daha saglam
bir sekilde degerlendirmektedir. Toplanan veriler siniflandirilmakta ve
dikkat azalmasina iliskin belirtiler tespit edildiginde uyar1 sistemi
devreye girmektedir. Uyar1 sisteminin genel yapisi Sekil 1°de
gosterilmektedir.



UYKULU DURUM
TESPITI

v
Raspberry Pi

®

LED Buzzer

“—

Sekil 1. Uyar1 Sistemi Semast

Uyar1 mekanizmasinin tasarimi, siiriicliniin dikkatini rahatsizlik
vermeden ¢ekmeyi amaglamaktadir. Sistemin diisiik maliyetli donanim
tizerinde calisabilmesi ve enerji verimliligi saglamasi, onu genis bir
kullanici kitlesi i¢in pratik ve erisilebilir hale getirmektedir. Projenin
calisma prensibini gosteren akis diyagrami Sekil 2°de sunulmustur. Bu
diyagramlar araciligiyla slireg hem teorik hem de gorsel olarak
desteklenmistir.

HAYIR

-

KAMERADAN GORUNTU ISLEME YORGUNLUX
BASIA ———— GORUNTUVERISI ~———% VEVUZTESPITI | ——d BELIRTILERININ ————p  UIERUCK
AUNR (voLovs) DEGERLENDIRILMES!

VER| KAYDI VE
BITIR «———  sistemocem
BILDIRIMI

Sekil 2. Proje Akis Semasi

Elektronik Bilesenler
Raspberry Pi5

Raspberry Pi 5, diislik maliyetli, taginabilir ve enerji verimli bir mini
bilgisayardir. Tiim yapay zeka sistemini, LSTM tabanli modeli ve tiim
goriintii isleme islemlerini ¢calistirabilecek yeterli kapasiteye sahiptir ve
ara¢ icerisine kolaylikla monte edilebilmektedir. Bu cihaz sayesinde
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sistem, hem bireysel kullanicilar hem de ticari ara¢ filolar1 i¢in
erisilebilir hdle gelmektedir.

USB Kamera

Sistem, siirlicliniin yiiziinii siirekli olarak izleyerek gercek zamanli
gorlinti girdisi saglayacak bir kamera modiiliine ihtiya¢ duymaktadir.
Raspberry Pi’ye bagli olarak c¢alisan bu kameranin, dusik 1sik
kosullarinda dahi yiiksek kaliteli goriintlii yakalayabilecek sekilde
se¢ilmesi gerekmektedir. Gergek zamanli video akisi, modelin dogru ve
giivenilir analizler gerceklestirebilmesi i¢in temel veri kaynagi olarak
kullanilmaktadir.

LED Uyar1 Modiilii

Sistemde, siirticli uykululugu veya dikkat daginikligi tespit
edildiginde gorsel bir uyar1 olusturmak amaciyla bir LED modiilii
kullanilmaktadir. Raspberry Pi 5 tarafindan kontrol edilen bu LED,
stirticiide aninda farkindalik olusturacak ve riskli durumlarda hizl tepki
vermesini tesvik edecek sekilde tasarlanmuistir.

Buzzer

Buzzer, kritik bir durum tespit edildiginde sistemin isitsel bir uyar1
vermesini saglar. Ozellikle siiriiciiniin derin uykululuk belirtileri
gosterdigi durumlarda, gorsel uyariya ek olarak isitsel bir ikazin
verilmesi gilivenlik agisindan biiyiik 6nem tagimaktadir. Raspberry Pi
5’in GPIO pinleri lizerinden kontrol edilen buzzer, gerekli durumlarda
yliksek sesli bir alarm iiretebilmektedir.

Breadboard ve Baglanti Elemanlar

Breadboard, LED, buzzer ve diger elektronik bilesenlerin lehimleme
gerektirmeden Raspberry Pi 5’e baglanmasini saglar. Gelistirme
stirecinde hizli devre prototiplemesine imkan tanir ve sistemi modiiler
ile kolayca degistirilebilir hale getirir. Jumper kablolar ve breadboard
araciligiyla tlim uyari sistemi Raspberry Pi ile entegre edilmistir.
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Sistem igerisinde kullanilan Raspberry Pi, kamera modilii, LED
gostergesi, buzzer ve breadboard baglantilart dahil olmak {izere tiim
elektronik bilesenler Sekil 3’te ayrintili olarak gosterilmistir. Bu gorsel
sunum, siiriicli izleme sisteminde kullanilan donanim yerlesimini ve
modiiller arasindaki baglantilar1 agik ve anlasilir bir sekilde ortaya
koymaktadir.

Sekil 3. Uyar1 Bildirim Devresi

Yazihm Bilesenleri
YOLOVS

YOLOVS, ger¢ek zamanli nesne tespiti i¢in kullanilan bir derin
O0grenme algoritmasidir. Bu projede, siiriiciiniin yiiz bolgesindeki g6z
kapanmas1 ve esneme gibi mikro ifadeler anlik olarak analiz
edilmektedir. YOLOVS, bu gorsel girdilerden yiiksek dogrulukla
ozellikler ¢ikarmakta ve yorgunluk ile dikkat azalmasina isaret eden
belirtilerin tespit edilmesinde kullanilmaktadir.

OpenCV

OpenCV, goriinti isleme ig¢in kullanilan standart bir kiitiiphanedir
ve Python ile tam uyumludur. Bu projede, kamera karelerinin islenmesi,
yliz tespiti ile gbz ve agiz bolgelerinin belirlenmesi gibi 6n isleme
gorevlerinde  kullanilmaktadir.  Ayrica, goriintiiler  {izerinde
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gergeklestirilen analizlerin gorsellestirilmesini de desteklemektedir.

Python Programlama Dili

Python, yapay zeka, veri bilimi ve goriintii isleme alanlarinda yaygin
olarak kullanilan gii¢lii ve esnek bir programlama dilidir. YOLOVS,
OpenCV, GPIO islemleri ve diger tiim modiiller dahil olmak {izere
sistemin tiim bilesenleri Python araciligiyla entegre edilmekte ve
bdylece sistemin tiim islevleri tek bir ¢ati1 altinda yonetilebilmektedir.
Ayrica Python’un sade s6zdizimi, gelistirme siirecini dnemli Sl¢iide
hizlandirmaktadir.

LSTM (Long Short-Term Memory) Model

LSTM, zaman serisi verilerinin analizinde kullanilan gelismis bir
derin 6grenme modelidir. Geleneksel sinir aglarindan farkli olarak,
uzun donemli bagimliliklar1 yakalama konusunda oldukga etkilidir. Bu
projede LSTM, siiriiciiniin yliz ifadelerinden elde edilen g6z ag¢ikligi,
g6z kapanma siiresi ve esneme sikligi gibi ardisik 6zellikleri zaman
icerisinde degerlendirerek analiz etmektedir.

YOLOVS tarafindan kare bazinda ¢ikarilan &zellikler LSTM
modeline girdi olarak aktarilmakta; boylece sistem yalnizca siiriicliniin
tek bir andaki durumunu degil, belirli bir zaman araligindaki davranig
egilimlerini de analiz edebilmektedir. Bu zamansal analiz yaklasimi,
yanlis pozitiflerin azaltilmasina yardimer olmakta ve siiriicii
yorgunlugunun daha giivenilir bir sekilde degerlendirilmesini
saglamaktadir. LSTM’nin bu yetenegi, siiriicii uyar1 mekanizmasinin
dogrulugunu ve etkinligini 6nemli 6l¢lide artirmaktadir.

SONUCLAR VE TARTISMALAR

Bu c¢alismada gelistirilen siiriicli uykululuk tespit ve uyar1 sistemi,
stirliclinin ytiz hareketlerini gergek zamanli olarak analiz ederek
yorgunluk belirtilerini basariyla tespit etmistir. Raspberry Pi {lizerinde
calisan YOLOVS tabanli model, farkli aydinlatma kosullar1 ve siirticii
pozisyonlar1 altinda yiiz, gbz ve agiz hareketlerini yiiksek dogrulukla
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algilamistir. G6z kapanma siiresi ve esneme siklig1 gibi temel
gostergeler etkin bir sekilde degerlendirilmis ve anlik uykululuk
belirtilerinin giivenilir bigimde tespit edilmesi saglanmistir.

Buna ek olarak, siiriicliniin davraniglarint yalnizca tekil kareler
tizerinden degil, zamansal oriintiiler {izerinden de degerlendirebilmek
amaciyla sisteme LSTM tabanli bir zaman serisi analizi entegre
edilmistir. LSTM modeli; YOLOvS8’den elde edilen g6z agikligi, goz
kapanma siiresi ve esneme dinamikleri gibi ardisik verileri isleyerek
uzun doénemli bagimliliklar1 basariyla yakalamistir. Bu zamansal
modelleme yaklagimi, sistemin kararliligini artirmis ve kisa siireli yiiz
ifadelerinden kaynaklanabilecek yanlis pozitiflerin azaltilmasina katki
saglamistir.

Sonug¢ olarak, gorsel analiz i¢in YOLOvV8 ve zamansal
degerlendirme icin LSTM’yi bir arada kullanan hibrit yapi, siiriicii
uykululugunun tespitinde yiiksek performans sergilemis ve etkili bir
uyart mekanizmast sunmustur. Sistemin diisik maliyetli donanim
lizerinde calisabilmesi ve ger¢ek zamanli yanit verebilmesi, onu hem
bireysel siiriicliler hem de ticari arag filolar1 i¢in pratik ve dl¢eklenebilir
bir ¢6ztim haline getirmektedir.

Confusion Matrix Normalized

952z_acik

gdz_kapall

o0z_kapat agiz yiz background

Sekil 4. Egitimli modelin karigiklik matrisi tablosu

Sekil 4’te sunulan normalize edilmis karmasiklik (confusion)

matrisi, modelin “g6z agik”, “g6z kapal1”, “agiz”, “yliz” ve “arka plan”
smiflarmi  ayirt etme performansini  gostermektedir. Matrisin
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incelenmesi, modelin temel yiiz bilesenlerini tespit etmede yiiksek
dogruluk sagladigini ortaya koymaktadir. Ozellikle model; “g6z agik”
siifi i¢in %96, “gdz kapali” sinifi i¢in %91, “ag1z” smifi i¢in %97 ve
“yliz” sinift igin %100 dogruluk oranina ulasmistir. Bu sonuglar,
modelin siirlictinlin yiizlindeki kritik bolgeleri giivenilir bir sekilde
tanimlayabildigini gostermektedir.

Bununla birlikte, bazi smiflar arasinda smirhi diizeyde yanlis
siniflandirmalar da gozlemlenmistir. Ornegin, “gdz agik” simfinin
zaman zaman “gdz kapali” sinifi ile karistirildigi ve “arka plan”
kategorisinde  diisik seviyede yanlis pozitiflerin  olustugu
goriilmektedir. Ozellikle “arka plan” sinifindaki yanlis siniflandirma
oranlarmin %25’e kadar ulagsmasi, modelin karmasik sahnelerde veya
distik goriintli kalitesi kosullarinda nesne sinirlarini ayirt etmekte
zaman zaman zorlandigin1 gostermektedir Genel olarak model, yiizle
iligkili ~ simiflarda yiiksek dogrulukla ¢alismakta ve siirlicii
yorgunlugunun tespitinde kritik rol oynayan g6z ve agiz hareketleri gibi
temel Ozellikleri basariyla yakalamaktadir. Bununla birlikte, siniflar
arasindaki bu kismi karisikliklar, 6zellikle ger¢ek zamanli ve giivenlik
acisindan kritik uygulamalar i¢in daha ileri diizey optimizasyonlara
ithtiya¢ duyuldugunu ortaya koymaktadir. Bu tiir iyilestirmeler, sistemin
kararliligini, gilivenilirligini ve yliksek riskli durumlarda dogru uyarilar
verme yetenegini daha da artiracaktir.

train/box_loss train/cls_loss train/dfl_loss metrics/precision(B) metrics/recall(B)

25
—— resuits || _ o 0% N
1.6 smooth \[V 0.9

2,0 15 0.90

14 0.8
3 T 0.85

1
0.80 4
1.2 i 13 0.7
1.04 0.75
1.2 064
1.04 0.70
0.5 11
0

0.5

6 10 20 30 0 10 20 30 0 10 20 30 10 20 30 0 10 20 30
val/box_loss val/cls_loss val/dfl_loss metrics/mAP50(B) metrics/mAP50-95(B)
1.0 0.65 4
1.60
25 0.60
1.5
1.55 0.9
2.0 1.50 0.55
14 0.50 1
15 145 0.8
140 0.45
13
“ ) 1.35 0.7 0.40
" \1\: 05 130 A, 0,35
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Sekil 5. Performans 6lgiimlerini ve kayiplar1 gosteren sonug tablosu

Sekil 5. YOLOvV8 modelinin egitim siireci boyunca elde edilen
performans metriklerini gostermektedir. Egitim kaybi1 grafiklerinde
(train/box_loss, train/cls_loss, train/dfl loss) baslangicta yliksek olan
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kayip degerlerinin epoch’lar ilerledik¢e kademeli olarak azaldigi
gorlilmektedir. Bu durum, modelin etkili bir sekilde 06grenme
gerceklestirdigini ve parametrelerini bagsarili bigimde optimize ettigini
gostermektedir. Benzer sekilde, dogrulama kaybi egrilerinde
(val/box_loss, val/cls_loss, val/dfl loss) gozlemlenen diisiis egilimi,
modelin goriilmemis veriler tizerinde de iyi genelleme yaptigini ve asiri
o0grenme (overfitting) problemi yasamadigini ortaya koymaktadir.

Precision, recall, mAP50 ve mAP50-95 gibi performans metrikleri
de egitim siireci boyunca belirgin bir iyilesme gostermistir. Precision
ve recall degerleri diizenli olarak artarak 0.90 seviyesinin {izerine
cikmis; bu da modelin ilgili yiiz 6zelliklerini dogru bir sekilde tespit
edebildigini ve farkli siniflar1 yliksek giivenilirlikle ayirt edebildigini
gostermektedir. mAP50 ve mAP50-95 metrikleri de tutarli bir artis
sergileyerek rekabet¢i performans seviyelerine ulasmis ve modelin
farkli IoU esiklerinde basarili bir performans ortaya koydugunu
dogrulamistir. Genel olarak tiim metrikler birlikte degerlendirildiginde,
YOLOvV8 modelinin kararli ve basarili bir egitim siirecinden gectigi,
yliksek dogruluk ve saglam bir tespit performansi elde ettigi sonucuna
varilmaktadir.

Sistem, %90’1n tizerinde bir yorgunluk tespit dogruluguna ulasmas;
uzun siireli g6z kapanmasi ve esneme gibi uykululuk gostergelerini
giivenilir bir sekilde taniyabildigini dogrulamistir. Uygulanan isitsel ve
gorsel uyar1 mekanizmalarinin, siirticliniin dikkatini hizli ve etkili
bicimde ¢ektigi ve olasi risk durumlarinda zamaninda miidahaleye
olanak sagladigi gozlemlenmistir.

Sekil 6. Proje test siirecinin gorsel temsili

Buna ek olarak, Raspberry Pi ve basit bir kamera modiili gibi
distik maliyetli donanim bilesenlerinin kullanilmasi, sistemin farkl
ara¢ tiirlerine kolayca uyarlanabilmesini miimkiin kilmaktadir. Bu
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pratik yap1 hem bireysel hem de ticari tasimacilikta yaygin kullanim
potansiyelini 6nemli 6l¢lide artirmaktadir. Genel olarak test sonuglari,
Onerilen sistemin ger¢ek diinya senaryolarinda verimli bir sekilde
calistigini, yorgunlukla iliskili davranmislari dogru bigimde tespit
ettigini ve yol giivenligini artirmak amaciyla zamaninda uyarilar
sundugunu dogrulamaktadir.

Sekil 6’da gosterilen gorsellerde, stirticiide uykululuk durumu
tespit edildiginde LED’in yandig1 ve ekranda “DROWSY!” uyarisinin
gorilintiilendigi goriilmektedir. Ayni1 anda buzzer da isitsel bir uyar1
vererek suriictiniin dikkatini ¢ekmektedir. Yan tarafta yer alan diger
gorselde ise sistem Normal durumu algiladiginda herhangi bir
uyarinin verilmedigi gbzlemlenmektedir.

Bununla birlikte, sistemin bazi sinirliliklar1 da tespit edilmistir.
Ornegin, ¢ok karanlik ortamlar veya dogrudan giines 15181 gibi asir1
aydinlatma kosullarinda yiiz tespiti zorlasmakta ve bu durum
dogruluk oranini bir miktar diistirmektedir. Ayrica siiriicliniin ani ve
hizl1 bas hareketleri yapmasi ya da kameradan uzaklagmasi, modelin
performansini olumsuz yonde etkileyebilmektedir. Bu sinirliliklar;
gelecekte kizilotesi (IR) kameralarin kullanilmasi, kalp atis hiz1 veya
direksiyon tutus sensorleri gibi ek sensor entegrasyonlar: ve gelismis
gorilintii isleme tekniklerinin uygulanmasiyla azaltilabilir. Bu sayede
sistemin farkli siirlis kosullar1 ve c¢evresel degiskenler altindaki
giivenilirligi artirilabilir.

Sistem tarafindan saglanan isitsel ve gorsel uyari mekanizmalari,
stirticiintin dikkatini kaybetmeden etkili bir sekilde tepki verebilmesi
acgisindan 6nemlidir. Ancak uyarilarin asir1 kullanimui, siirticlide alarm
yorgunluguna  yol  acabileceginden, @ bu  mekanizmalarin
kisisellestirilmesi 6rnegin uyarilarin siddetinin ve tiiriiniin kullaniciya
gbre uyarlanmasi genel kullanici deneyimini iyilestirecektir. Bu
yaklagim, sistemin daha genis kabul gérmesini ve daha etkin bir
sekilde kullanilmasini destekleyecektir.
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BOLUM 2

DERIN OGRENME TABANLI HASAR TESPITi
ENTEGRELI AFET SONRASI GUVENLI ROTA
BELIRLEME SISTEMI

Siileyman Yildiz™, Sema Servi*™*"*

GIRIS

Glinlimiizde, dogal afetlerin 6zellikle biliylik ©l¢ekli depremlerin
sikliginin ve siddetinin artmasi, kentsel altyapida ciddi yikimlara neden
olmakta ve ulagim aglarini etkisiz hale getirmektedir. Arama-kurtarma
ekiplerinin ve erzak lojistiginin, "altin saatler" olarak adlandirilan ilk 72
saat icinde bolgelere en kisa siirede ve gilivenli erisim saglamasi hayati
Oneme sahiptir. Ancak, 6 Subat 2023 Kahramanmaras depreminde de
gorlildigli lizere, geleneksel navigasyon sistemleri (Google Haritalar,
Yandex vb.) statik rota verilerine dayanmaktadir. Bundan dolayi, mevcut
sistemler yol tizerindeki yikintilar veya agir hasarli kopriiler gibi anlik
fiziksel engelleri tespit etmekte yetersiz kalmaktadir. Bu durum, ekiplerin
kapali glizergahlara yonlendirilmesine, dolayisiyla miidahale siirelerinin
uzamasina ve kritik kaynaklarin verimsiz kullanilmasina yol agmaktadir.
Dogal afetler sonrasinda ulasim aglarinin hizla analiz edilmesi ve giivenli
lojistik rotalarin belirlenmesi, arama-kurtarma operasyonlarinin basarisi
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icin hayati 6nem tasir. Gliniimiizde bu siireclerin otomasyonu, insansiz
araclarin ve yapay zekad teknolojilerinin savunma ve afet yOnetimi
doktrinlerine entegrasyonu ile yeni bir boyut kazanmistir. Yapay zeka
kontrollii sistemlerin gelisimi, afet bolgelerinde otonom karar verebilen
platformlarin 6nemini artirmis ve bu teknolojileri modern stratejik
savunma araglarinin bir parcasi haline getirmistir (Gtintiirkiin, 2022). Afet
sonrasit hasar tespiti yapan insansiz sistemler, operasyonel riskleri
minimize ederken "insansiz miidahale" konseptine de hizmet etmektedir
(Glintiirkiin, 2022, s. 125).

Bu boslugu gidermek i¢in, bu ¢aligma nesne tespiti (YOLOv8m) ile rota
optimizasyonunu (OSRM) birlestiren entegre bir mimari dnermektedir. Bu
arastirmanin katkisi, yapilandirilmamis goriintii  verilerinin  PostGIS
tabanli dinamik bir hiicresel ag sistemi i¢inde islenerek anlamli mekansal
verilere doniistiiriilmesi ve ardindan OSRM motorunun maliyet
fonksiyonunda agirlik parametresi olarak kullanilmasidir. Simiilasyon
verilerine dayanan teorik ¢alismalarin aksine, 6nerilen sistem sahadan elde
edilen goriintiileri isleyerek; gece ve giindiiz kosullarinda yol analizini
gergeklestiren ve giivenli lojistik yollar olusturan uygulanabilir bir mimari
sunmaktadir.

Dogal afetler, yerlesim alanlarinda biiyiik ¢apli yikimlara neden olarak
ulagim aglarini ve lojistik hatlar1 ciddi sekilde kesintiye ugratmaktadir.
Afet sonrasi sliregte, insani yardimin ulastirilmasi ve tahliye
operasyonlarinin gergeklestirilmesi i¢in giivenli rotalarin belirlenmesi
hayati 6nem tasir. Bu tiir kritik stire¢lerde kullanilan derin 6grenme (deep
learning) modelleri, karmasik veri yapilarindan anlamli 6zellikler
cikararak karar destek mekanizmalarini giiclendirmektedir (Civcik &
Kholdorov, 2024). Derin 6grenme katmanlari, afet bolgelerinden alinan
goriintiilerin analiz edilmesinde ve hasar seviyelerinin siniflandirilmasinda
insan miidahalesine olan ihtiyact minimize eder (Civcik & Kholdorov,
2024).

Literatiir taramas1 yapildiginda, afet yonetiminde Yapay Zeka tabanli
¢oziimlerin giderek arttig1 goriilmektedir. Giinlimiizde yapay zeka ve
makine Ogrenmesi teknolojileri, karmasik veri setlerinin analiz
edilmesinden karar destek sistemlerinin olusturulmasina kadar
miihendisligin pek c¢ok dalinda genis bir kullanim yelpazesine sahiptir
(Mirjafarli ve Terzioglu, 2022). Yapay zeka ve makine &grenmesi
metotlar1 yalnizca mithendislik ve rota optimizasyonu alanlarinda degil,
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ayn1 zamanda tip ve saglik bilimleri gibi hassas veri isleme gerektiren
stratejik alanlarda da tan1 ve teshis siireglerini iyilestirmek amaciyla yaygin
olarak kullanilmaktadir (Mirjafarl vd., 2022). Bu disiplinlerarasi basari,
derin 6grenme tabanli nesne tespiti modellerinin afet yonetimi ve hasar
tespiti gibi kritik gorevlerde giivenle uygulanabilmesine teorik ve pratik
bir zemin hazirlamaktadir. Ozellikle Rastgele Orman (Random Forest-RF)
gibi denetimli Ogrenme algoritmalari, smiflandirma ve regresyon
problemlerindeki yliksek basari oranlar1 sayesinde farkli disiplinlerdeki
miihendislik problemlerinin ¢6ziimiinde siklikla tercih edilmektedir
(Mirjafarli ve Terzioglu, 2022). Derin 6grenme modellerinin karar verme
stireglerini seffaflastiran Grad-CAM gibi agiklanabilir yapay zeka (XAI)
teknikleri, sadece afet yonetiminde degil, tarimsal {irtinlerin Agtron tabanl
siniflandirilmast gibi farkli endiistriyel alanlarda da yiiksek dogrulukla
uygulanmaktadir (Aras vd., 2025). Goriintii isleme tabanli derin 6grenme
mimarileri, karmasik enkaz analizlerinin yan1 sira tibbi tani sistemlerinde,
ozellikle DenseNet121 ve Grad-CAM kullanilarak gergeklestirilen cilt
kanseri tespit ¢alismalarinda da kritik bir éneme sahiptir (Aras, 2025).
Ozellikle Derin Ogrenme yaklasimlari, Insansiz Hava Araglar1 (IHA) ve
uydu goriintiilerini kullanarak hasar tespiti konusunda 6ne ¢ikmaktadir.
Ozellikle Kizilay vd. (2024), drone gériintiilerinden ger¢ek zamanli hasar
tespiti i¢in ince ayar yapilmis (fine-tuned) modeller gelistirmis ve YOLO
mimarisinin hiz ve dogruluk avantajlarini ortaya koymustur. Benzer
sekilde Chen vd. (2024), THA destekli yol catlaklarinin tespitinde;
YOLOvVS modellerinin diisiik islem maliyeti sayesinde, Faster R-CNN gibi
iki asamali yapilara kiyasla ger¢cek zamanli kullanimda daha {istiin
oldugunu ortaya koymustur.

Bu ilerlemelere ragmen, mevcut ¢alismalarin ¢ogu hasarin tespiti ve
siiflandirilmasi ile sinirli kalmaktadir. Tespit edilen hasar verilerinin, rota
optimizasyonunda degisken olarak kullanilmak {izere dinamik navigasyon
sistemlerine otonom entegrasyonu konusunda literatiirde dnemli bir bosluk
optimizasyona odaklanmis olsa da anlik yol verisinin sahadan nasil
toplanacagi sorusuna bir yontem sunmamistir. Benzer bicimde, Gadhave
vd. (2023) ve Sirma vd. (2025) calismalarinda hasar tespiti basarilmais;
ancak elde edilen veriler dinamik bir rota motoruna entegre edilmemistir.
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YONTEM

Hasar tespiti ve rota optimizasyonu igin gelistirilen derin 6grenme
modelleri, karmagik sinyal ve gériintli verilerini isleme kabiliyetine sahip
ileri sinir ag1 mimarilerinden beslenmektedir. Literatiirde, geri beslemeli
sinir aglarmin (recurrent neural networks) ve ileri beslemeli yapilarin
harmonik tespitler gibi hassas veri analizi gerektiren alanlardaki basarisi,
afet verilerinin islenmesindeki dogrulugu destekler nitelikte bir altyapi
sunmaktadir (Temurtas vd., 2004).

Onerilen sistemde kullanilan karar destek mekanizmalari, belirsizlik
altindaki karmasik sistemlerin kontroliinde riistiinii ispatlamis yontemlerle
paralellik gosterir. Ornegin, tibbi uygulamalarda anestezi gaz kontrolii i¢in
kullanilan nd&ro-bulanik (neuro-fuzzy) sistemler veya Elman'in geri
beslemeli sinir aglari ile yapilan hassas dozaj hesaplamalari, yapay sinir
aglarinin kritik kararlarda ne denli gilivenilir sonuglar iiretebildigini
kanitlamaktadir (Tosun & Glintiirkiin, 2010; Giintiirkiin, 2010). Bu tiir
hassas hesaplama yontemlerinin afet sahasindaki rota planlama siireglerine
uyarlanmasi, enkaz altindaki yollarin ve yapisal hasarlarin dogru
siniflandirilmasini  saglayarak hata payin1 minimize etmektedir.Bu
calismada gelistirilen entegre mimari, afet bolgesinden elde edilen gorsel
verilerin derin dgrenme tabanli analizine, bu analizlerin mekansal veri
katmanlarina doniistiirilmesine ve sonunda giivenli rota algoritmasi i¢in
dinamik maliyet parametreleri olarak kullanilmasina dayanmaktadir. Afet
sonrasi uydu veya drone goriintiilerinden hasar tespiti yapmak amaciyla
derin 6grenme mimarileri kullanilmistir. Goriintli isleme siirecinin
merkezinde yer alan evrisimli sinir aglar1 (CNN), pikseller arasindaki
mekansal iligkileri analiz ederek hasarli yapilar1 tespit eder. Literatiirde
CNN mimarilerinin nesne tespiti (6rnegin sigara i¢enlerin tespiti) gibi 6zel
gorevlerdeki basarisi, bu aglarin afet sahasindaki spesifik enkaz tiirlerini
tanimadaki potansiyelini de dogrulamaktadir (Civcik, 2022).

Veri Seti ve On Isleme

Modelin egitimi ve testi i¢in kullanilan veri seti, oncelikli olarak 6
Subat 2023 Kahramanmaras depremleriyle ilgili kamuya agik
kaynaklardan (sosyal medya, haber ajanslari) ve proje kapsaminda sahadan
toplanan goriintiilerden derlenmistir. DRespNeT (Sirma vd., 2025) ve
xView2 (Gadhave vd., 2023) gibi literatiirde kullanilan veri setleri
incelenmis; ancak, bu ¢alismanin 6zgiin amaci olan "yol durumu" ve "bina
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hasarii" es zamanli olarak igeren hibrit bir veri yapist olusturulmustur.
Veri setindeki giirtiltiiyli en aza indirmek ve mekansal dogrulugu saglamak
icin sadece cografi etiket (geo-tag) iceren dis mekan goriintiileri
filtrelenmistir. Modelin genelleme yetenegini artirmak ve asir1 6grenmeyi
(overfitting) Onlemek i¢in veri artirma teknikleri uygulanmistir. Bu
kapsamda goriintiiler {izerinde rastgele dondiirme (£15°), yatay ¢evirme,
parlaklik degisimi (£%20) ve giiriiltii ekleme islemleri yapilmistir. Toplam
veri seti %60 Egitim, %20 Dogrulama ve %20 Test setlerine ayrilmistir.

YOLOVS ile Hasar Tespiti

Gortintiilerdeki hasarin tespiti ve siiflandirilmasi i¢in tek agamali bir
nesne tespit algoritmasi olan YOLOv8m (You Only Look Once - Medium)
modeli tercih edilmistir. Karsilagtirmali analizler, YOLOVS varyantlarinin,
dogruluktan (mAP) &6diin vermezken, Faster R-CNN gibi iki asamali
mimarilere kiyasla afet ortamlarinin gerektirdigi gercek zamanli ¢ikarim
hizin1 sagladigint gostermistir (Chen vd., 2024). Ayrica, Kurniadi vd.
(2025) tarafindan yapilan karsilastirmalarda, YOLOvV8 varyantlarinin yol
bozulmalarini tespit etmede yiiksek kesinlik (%99,0 Precision) sergiledigi
rapor edilmistir. Model, transfer 6grenme yontemiyle COCO veri setindeki
on egitimli agirliklar kullanilarak baslatilmis ve deprem hasar verileri
izerinde ince ayar (fine-tuning) yapilmistir. Tespit islemi yedi farkli sinif
tizerinden gergeklestirilmektedir: yol catlagi, yikik bina, enkaz, kapali yol
ve hasarli altyapi. Modelin farkli hasar tiirleri tizerindeki performansini ve
cevresel kosullara kars1 dayanikliligini gorsellestirmek i¢in sistemin 6rnek
ciktilar1 Sekil 1'de sunulmustur.




(b)

|

ST R 1L CTTAAMA

Sekil 1: Gelistirilen YOLOv8m modelinin farkli senaryolardaki tespit performansi: (a)
Karmagik enkaz ortamlarinda binalarin "Y1kik" ve "Cok Riskli" olarak smiflandirilmast;
(b) Yol yuizeyindeki fiziksel bozulmalarin ve catlaklarin tespiti; (c) Dusiik 151k ve gece
kosullarinda yol gegilebilirlik analizi

Gortintiiler incelendiginde sistemin ¢ok yonlii analiz yetenegi
goriilmektedir. Sekil 1-a, modelin karmasik enkaz yiginlari arasinda
binalar1 hasar ciddiyetine gore basariyla ayirt edebildigini gdstermektedir.
Rota giivenligi i¢in kritik olan yol ylizeyi analizi Sekil 1-b'de gosterilmis
olup, model toprak yoldaki yiizey kosullarini analiz etmis ve dogru bir
sekilde gecilebilir rota olarak tanimlamistir. Son olarak, afet lojistiginin
stirekli stirdiiriilebilirligi i¢in modelin diisiik 151k performansi test
edilmistir. Sekil 1-c, sistemin gece kosullarinda dahi yol hattini
algilayabildigini ve 'ge¢ilebilir' etiketi atayabildigini kanitlamaktadir.
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PostGIS Tabanh Mekansal Hiicresel Ag Sistemi

YOLOvV8m modelinden elde edilen piksel tabanli hasar verilerini
cografi uzayda anlamli kilmak i¢in PostGIS veritabani tizerinde 500m x
500m boyutlarinda dinamik bir hiicresel ag (grid) sistemi olusturulmustur.
Her bir hiicre, o bolgeden gelen hasar raporlarinin (fotograflarin)
konumuna gore giincellenmektedir. Sistemin tekil ve hatali verilerden
etkilenmesini onlemek i¢in bir "¢oklu dogrulama yontemi" uygulanmistir.
Tlgili hiicrenin nihai hasar skoru, tek bir tespit yerine o hiicreye denk gelen
tiim tespitlerin gliven skorlarinin ve hasar sinifi agirliklarinin ortalamasi
almarak hesaplanmaktadir.

OSRM Entegreli Giivenli Rota Algoritmasi

Rota hesaplamasi i¢in agik kaynakli OSRM (Open Source Routing
Machine) motoru temel alinmistir. Geleneksel navigasyon sistemleri ve
afet lojistigi algoritmalar1  genellikle mesafe minimizasyonuna
odaklanirken (Shiri ve Salman, 2020), bu c¢alismada OSRM maliyet
fonksiyonu hasar riskini icerecek sekilde modifiye edilmistir. Onerilen
Glivenli Rota Algoritmasi, yol segmentlerinin agirliklarini hesaplarken iki
temel parametreyi dikkate alir: Giivenlik ve Zaman. Algoritma, PostGIS
hakahiicresel sistemindeki hasar verilerini yol agina yansitir, yiiksek hasar
skoruna sahip yollar1 "yiiksek maliyetli" olarak isaretler ve rotadan harig
tutar. Optimizasyon fonksiyonu (Denklem 1), %70 Giivenlik ve %30

Zaman agirlikli olarak yapilandirilmistir:
Cost = 0.7 x SafetyScore + 0.3 x TimeScore (1)

Bu formiilasyon sayesinde sistem en kisa rotay1 degil, hasarsiz veya
minimum hasarli en hizli rotay1 (en giivenli koridoru) Snermektedir.

BULGULAR
Model Performans Bulgular:

Gelistirilen YOLOvV8m modeli, egitim ve test stirecleri sonunda yiiksek
tutarlilik elde etmistir. Modelin genel basarimi (mAP@50), 6 Subat
deprem veri setinden ayrilan test seti {izerinde %85 olarak Ol¢tilmiistiir.
Modelin performans dengesini incelemek i¢in F1-Egrisi ve Kesinlik
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(Precision) Egrisi analiz edilmistir. Modelin giliven skoru ile harmonik
ortalamasini gosteren F1-Egrisi Sekil 2'de sunulmustur.

F1-Confidence Curve
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Sekil 2. Modelin tiim siniflari i¢in F1-Skoru egrisi

Egrinin yiiksekligi, modelin hem kesinlik (precision) hem de
duyarliligimin (recall) optimize edildigini ve 0.5 giiven esiginde en verimli
sonuglari {irettigini gdstermektedir. Ayrica, modelin yanlis pozitif (yanlis
alarm) oranini minimize etmedeki basarisim1 gdsteren P-Egrisi (Kesinlik-
Giiven Egrisi) Sekil 3'te sunulmustur.

Precision-Confidence Curve
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Sekil 3. Giiven skorunun bir fonksiyonu olarak modelin kesinlik egrisi

Gliven esigi arttikga kesinlik degerinin 1.0'a yaklagmasi, sistemin
yliksek gilivenle yaptigi tespitlerde hata paymin ihmal edilebilir diizeyde
oldugunu kanitlamaktadir. Sinif bazli performans incelendiginde, modelin
ozellikle "Yikik Bina" ve "Kapali Yol" siniflarinda yiiksek ayirt edicilik
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yetenegine sahip oldugu goriilmektedir. Bu basari, modelin hangi hasar
tiirlerini birbiriyle karigtirdigin1 gosteren Karisiklik Matrisi (Confusion
Matrix) ile de dogrulanmaktadir (Sekil 4).

Confusion Matrix Normalized
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Sekil 4. Modelin sinif bazl performansini gosteren normallestirilmis karigiklik matrisi

Matris incelendiginde, modelin "Yikik Bina" sinifin1 0.89 oraninda
dogru tespit ettigi goriilmektedir. Bu sonuglar, Kizilay vd. (2024)
tarafindan rapor edilen %88 mAP degerine olduk¢a yakindir ve YOLO
mimarisinin basarisini  dogrulamaktadir. Ayrica Chen vd. (2024)
tarafindan belirtildigi gibi, Faster R-CNN'in yavashigmma ragmen,
modelimiz ortalama 27 FPS hiza ulasarak ger¢cek zamanli kullanima
uygunlugunu kanitlamistir.

Rota Optimizasyon Bulgular

Sistemin rota belirleme basarisi, Kahramanmaras deprem verileriyle
olusturulan geriye doniik bir senaryo tizerinde sayisal olarak test edilmistir.
Ayni baglangi¢ ve bitis noktalar icin Geleneksel En Kisa Yol (Dijkstra)
algoritmasi ile Onerilen Giivenli Rota Algoritmasi karsilagtirilmistir.
Analiz sonucunda, geleneksel algoritmanin 6nerdigi 4.2 km'lik rotanin
%60'n1n "yiiksek riskli" bolgelerden (yikik bina veya enkaz i¢eren) gegtigi
belirlenmistir. Buna karsilik, 6nerilen sistem rotay1 5.8 km'ye uzatmasina
ragmen, rota tizerindeki riskli segment oranini %10'un altina diistirmuistiir.
Teorik seyahat mesafesi artmis olsa da bu durum sahadaki yol kapanma
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riskini ortadan kaldirarak operasyonel varis giivenligini garanti altina
almistir.

TARTISMA

Bu c¢alismadan elde edilen veriler, derin 6grenme destekli hasar

.....

uygulanabilir somut bir ¢6ziim oldugunu gostermektedir.

Modelin basarim performansi literatiirle kiyaslandiginda; "Yikik Bina"
sinifinda ulasilan 0.89'luk dogruluk orani, benzer veri setleri kullanan
Kizilay vd. (2024)'nin raporladigt %88 mAP degeriyle paralellik
gostermektedir. Bu durum, g¢alismada tercih edilen hibrit veri setinin,
modelin hem dogrulugunu korudugunu hem de farkli senaryolara uyum
yetenegini artirdigini  gostermektedir. Ote yandan, Chen vd. (2024)
tarafindan Faster R-CNN gibi iki asamali mimarilerin en biiyiik
dezavantaji olarak belirtilen yiiksek islem yiikii sorunu, bu ¢alismada
optimize edilmistir. Testlerde ulasilan 27 FPS'lik islem hizi, 6nerilen
sistemin IHA gibi sinirli donanima sahip platformlarda bile gergek zamanli
calismasina olanak tanimaktadir.

Rota analizi sonuglar1 ise afet lojistigindeki kritik "hiz ve giivenlik"
dengesini net bir sekilde ortaya koymustur. Geleneksel algoritmalarin
(Dijkstra) onerdigi kisa rotalarin %60 oraninda risk barindirmasi, Shiri ve
Salman’in (2020) dikkat ¢ektigi "¢evrimigi rota belirsizligi" probleminin
sahadaki somut yansimasidir. Gadhave (2023) ve Sirma (2025) gibi
calismalar hasar tespiti asamasinda basarili sonuglar verse de bu verilerin
operasyonel bir karara dontistiiriilmesi noktasinda smirli kalmistir.
Gelistirilen bu sistem ise gorsel hasar verisini dogrudan matematiksel bir
maliyete donistiirerek literatiirdeki "veri-eylem kopuklugunu" gidermistir.

Sonug olarak, 6nerilen yontemin rotay1 fiziksel olarak uzatmasi bir
verimsizlik degil; aksine, kapali yollardan kaginarak ekiplerin bolgeye
glivenli erisimini garanti altina alan stratejik bir tercih olarak
degerlendirilmelidir.

SONUC VE ONERILER

Calismada, afet sonrast dinamik yol durumu belirsizligini ortadan
kaldirmak ve lojistik operasyonlarin giivenligini artirmak amaciyla derin
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Oogrenme destekli, ugtan uca otonom bir giivenli rota belirleme sistemi
gelistirilmistir. Calisma sonucunda, statik harita verilerinin yetersiz kaldig:
"altin saatler" evresinde, YOLOVS tabanli gorsel analiz yonteminin %85
dogruluk oraniyla hasari tespit edebildigi goriilmiistiir. Daha da 6nemlisi,
bu verilerin PostGIS ve OSRM entegrasyonu ile mekéansal bilgiye
dontistiirlilmesi  sayesinde, arama-kurtarma ekipleri igin Onerilen
rotalardaki risk orani %10’un altina diisiirlilmiistiir. Bu durum, sadece
teorik bir optimizasyon basaris1 degil, ayn1 zamanda sahadaki miidahale
stirelerini kisaltacak operasyonel bir kazanim olarak degerlendirilmelidir.

Elde edilen sonuglar, afet yonetiminde "Veri-Eylem Kopuklugu"nun
giderilmesi adina, gorsel verilerin dogrudan karar destek mekanizmalarina
dahil edilmesinin kritik oldugunu ortaya koymaktadir. Gelistirilen sistemin
distik 151k kosullarinda dahi %81 giiven skoruyla ¢alisabilmesi, afet
lojistiginin kesintisiz siirdiiriilebilirligi agisindan umut vericidir. Gelecek
calismalar ve arastirmacilar i¢in su oneriler sunulabilir:

e Farkh Afet Senaryolari: Mevcut model deprem odakli egitilmistir.
Sistemin sel, orman yangini veya heyelan gibi yol agin1 etkileyen diger afet
tirleri i¢in de Ozellestirilmis veri setleriyle egitilerek kapsaminin
genisletilmesi onerilmektedir.

e Gercek Zamanh Veri Akisi: Calismada geriye doniik veriler
kullanilmustir. Ilerleyen asamalarda sistemin, afet bolgesinde gorev yapan
[HA siiriileri veya arag ici kameralardan gelen anlik goriintii akistyla (real-
time streaming) beslendigi bir mimarinin test edilmesi faydali olacaktir.

e Hibrit Veri Kullanimi: Sadece gorsel veriler degil, sismik veriler ve
trafik yogunluk verilerinin de maliyet fonksiyonuna eklenmesiyle daha
hassas bir rota optimizasyonu saglanabilir.
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BOLUM 3

ANALOG SINIFIN DIJITALLESTIRILMESI:
YAPILANDIRILMAMIS EGITIM VERILERINDE
COK MODLU RAG ANALIZI

Yigit Eren Oztas"", Sema Servi™™*

GIRIS

Egitim sistemlerinde dijital doniislim, son yillarda &gretim
materyallerinin dijitallesmesinden Steye gegerek 6lgme ve degerlendirme
stireglerinin otomasyonunu da kapsayan bir zorunluluk haline gelmistir.
Geleneksel siif ortamlarinda 6gretmenler, test usulii sinavlarin yani sira,
ogrencinin biligsel siireglerini daha net ortaya koyan agik uglu sorular,
matematiksel problemler ve el yazisi notlar igeren sinav kagitlarini
degerlendirmek durumundadir. Ancak, artan 6grenci sayilar1 ve miifredat
yogunlugu goz oniine alindiginda, bu tiir manuel degerlendirme siirecleri
Ogretmenler tzerinde ciddi bir is yiikii olusturmakta ve geri bildirim
stirelerini uzatmaktadir. Egitim sistemlerinde dijital doniistim, yalnizca
materyallerin dijitallesmesini degil, ayn1 zamanda teknik egitim alan
ogrencilerin yetkinliklerinin dogru 6l¢iilmesini de kapsamaktadir. Meslek
yuksekokullar1 ve teknik bilimler gibi uygulamali egitim veren
kurumlarda, 6grencilerin egitim stireglerinde karsilastiklar1 problemler ve
staj egilimleri, dijitallesme stratejilerinin  basarisini  dogrudan
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etkilemektedir (Civcik, 2016a). Ozellikle teknik egitimde branslasmanin
gerekliligi ve egitim slirelerinin verimliligi lizerine yapilan tartigsmalar,
dijital degerlendirme araglarinin hangi uzmanlik alanlarinda yogunlagmasi
gerektigini belirlemek ag¢isindan kritiktir (Kisa vd., 2015). Geleneksel sinif
ortamlarinda 6gretmenlerin iizerindeki manuel degerlendirme yiikii,
Ogrencilerin mezuniyet sonrasi kariyer beklentilerini ve mesleki yeterlilik
algilarin1 da sekillendirmektedir. Yapilan ¢alismalar, 6grencilerin egitime
yeni basladiklar1 donem ile mezuniyet asamasi arasinda mesleki yeterlilik
bakis agilarinda anlamli degisimler oldugunu gostermektedir (Civcik vd.,
2015). Bu nedenle, agik uclu sorular1 ve karmasik formiilleri analiz
edebilen yapay zeka tabanli sistemler, dgrencilerin kariyer gelisimlerini
daha objektif verilerle takip etmeye olanak taniyacaktir (Civcik, 2016b).

Bu sorunu ¢6zmek amaciyla gelistirilen Optik Karakter Tanima (OCR)
teknolojileri, basili ve diiz metinlerin dijitallestirilmesinde yliksek basari
oranlaria ulasmis olsa da egitim verilerinin karmasik dogas1 karsisinda
yetersiz kalmaktadir. Ozellikle matematiksel ifadeler, kimyasal formiiller
veya geometrik ¢izimler i¢eren sinav kagitlari, standart metin isleme
algoritmalar1 i¢in biiyiik bir zorluk teskil eder.

Ozel ve ark. (2022), egitsel veri madenciligi tekniklerinin &grenci
performans modellerini analiz etmedeki stratejik roliinii vurgulayarak, bu
yontemlerin egitimdeki dijital doniistimiin temel taglarindan biri oldugunu
belirtmistir.

Garain ve Chaudhuri (2005), yaptiklar1 ¢alismada, matematiksel
ifadelerin lineer (tek boyutlu) bir yapidan ziyade, alt indis, {ist indis, kesir
cizgisi gibi unsurlarla 6riilii iki boyutlu (2D) karmasik bir uzamsal iliskiye
sahip oldugunu vurgulamislardir. Bu yapisal zorluk, el yazisi tanima
alaninda ¢alisan arastirmacilart daha karmasik modeller gelistirmeye
itmistir.

MacLean ve Labahn (2013), iliskisel gramer tabanli yaklasimlarin
dahi el yazisi matematikteki belirsizlikleri ¢6zmekte zorlandigini ve
bulanik kiimeler (fuzzy sets) gibi ek katmanlara ihtiya¢ duyuldugunu
belirtmistir.

Teknolojik kisitlarin yani sira, gliniimiizde yayginlasan bulut tabanli
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yapay zekad cozimleri, veri gizliligi ve erisilebilirlik agisindan yeni
tartismalar1 beraberinde getirmektedir. Zhou vd. (2024) tarafindan yapilan
analizler, mobil uygulamalarda  kullanic1  verilerinin  buluta
gonderilmesinin gizlilik ihlali riskini artirdigini ve cihaz i¢i (on-device)
yapay zekad ¢oziimlerinin bu riski minimize ettigini ortaya koymustur.
Siav kagitlarinin uzak sunuculara gonderilmesi, hem Kisisel Verilerin
Korunmasi Kanunu (KVKK) kapsaminda risk olusturmakta hem de
internet altyapisinin zayif oldugu bdélgelerde sistemin kullanilabilirligini
kisitlamaktadir.

Bu baglamda, smif i¢i degerlendirme siireglerinde yapay zeka
desteginin 6nemi giderek artmaktadir. Aisyah vd. (2025) tarafindan
ylriitiilen giincel bir ¢alisma, el yazisi tanima ve yapay zeka destekli geri
bildirim  mekanizmalarinin, 6gretmenlerin  yiikiinii  hafifletirken
ogrencilere anlik ve kisisellestirilmis donlit saglama potansiyelini ortaya
koymustur. Bu calisma, belirtilen sorunlara ¢6ziim olarak; Tiirk¢e dil
yapisina uygun, internet baglantisi gerektirmeyen, ¢cok modlu bir asistan
mimarisi 6nermektedir.

Geleneksel Yontemlerin Yapisal Sinirlar1 ve Transformer
Devrimi

Belge analizi alaninda uzun yillar hakim olan yaklasim, goriintiiyti
piksellerden olusan bir 1zgara olarak isleyen Evrisimli Sinir Aglar1 (CNN)
olmustur. Ancak Vaswani vd. (2017) tarafindan tanitilan Transformer
mimarisi, veriyi sirali islemek yerine paralel "Oz-Dikkat" (Self-Attention)
mekanizmasiyla analiz ederek bu alanda bir devrim yaratmistir. Bu
mimari, bir formiildeki degiskenin, sayfanin uzak bir kosesindeki
aciklamayla olan iligkisini kurabilme yetenegine sahiptir.

Gorsel Islemede Vision Transformers (ViT) Yaklasimi

Metin islemede Transformer'larin basarisi, goriintii isleme alaninda
Vision Transformer (ViT) modellerinin dogusuna zemin hazirlamistir.
Raghu vd. (2021), ViT mimarisinin goriintliniin global yapisini (6rnegin
bir sinav kagidinin genel diizenini) agin en erken katmanlarindan itibaren
algilayabildigini kanitlamiglardir. Ayrica Ranftl vd. (2021), yogun tahmin
gorevlerinde ViT tabanli yapilarin daha tutarli segmentasyon sagladigini

gostermistir. Bu alandaki gilincel gelismeleri derleyen Zhang vd. (2024),
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Gorsel-Dil Modellerinin (VLM) klasik bilgisayarli gorii gorevlerinde,
ozellikle de metin igeren goriintiilerde (OCR-free approaches) standart
yontemleri geride biraktigini raporlamaktadir.

Tiirk¢ce NLP ve Veri Seti Kisitlari

Biiyiik Dil Modelleri (LLM), cogunlukla Ingilizce veri setleri lizerinde
egitildiginden, Tiirk¢e gibi sondan eklemeli dillerde performans kayiplari
yasamaktadir. Toraman vd. (2023), Tiirkge dil modelleri {izerine
yaptiklar1 analizde, kelime dagarciginin (vocabulary) dilin morfolojik
yapisina uygun optimize edilmesinin kritik oldugunu belirtmistir.
Literatiirdeki bir diger eksiklik ise Tiirk¢e icin etiketli veri setlerinin
azligidir. Baykara ve Giingor (2023), TR-News ve HU-News veri
setlerini yayinlayarak bu alandaki biiyiik 6l¢ekli 6zetleme ve metin liretme
calismalarina zemin hazirlamis; Tuncer ve Yeniterzi (2025) ise Varlik
Ismi Tammma (NER) gorevlerinde Tiirkge'ye oOzgii  mimari
modifikasyonlarin basarry1 artirdigim1 kanitlamistir. Onerilen sistem, bu
calismalarin 15181nda, Tiirkge morfolojisine duyarl 6zel bir tokenizasyon
katmani kullanmaktadir.

Mobil Optimizasyon: MobileLLLM ve Matryoshka Yapisi

Geligmis modellerin mobil cihazlarda ¢alistirilmasi ciddi optimizasyon
gerektirir. Liu vd. (2024), "MobileLLM" ¢alismalarinda, 1 milyarin
altindaki (sub-billion) parametreye sahip modellerin dahi dogru tasarim
tercihleriyle (O6rnegin derinlik-genislik dengesi) biiylikk modellerle
yarisabilecegini goOstermistir. Buna ek olarak, Kusupati vd. (2022)
tarafindan 6nerilen "Matryoshka Representation Learning" (MRL) teknigi,
modelin farkli boyutlarda "esnek" (elastic) ¢alismasini saglayarak bellek
kullanimini dinamik hale getirmistir.

Egitimde RAG ve Cok Modlu Erisim

Egitim alaninda dogrulugun saglanmasi i¢in Lewis vd. (2020)
tarafindan gelistirilen RAG mimarisi temel alinmistir. RAG sistemlerinin
mobil cihazlarda verimli ¢alismasi i¢in Thulke vd. (2021), yogun geri
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getirme (dense retrieval) yontemlerinin hesaplama yiikiinii optimize eden
stratejiler Onermistir. Ayrica, Mei vd. (2025) tarafindan yayinlanan
kapsamli tarama makalesi, RAG sistemlerinin sadece metin degil, video ve
gorsel icerikleri de kapsayacak sekilde (Multimodal RAG) evrildigini
gostermektedir. Bu dogrultuda, Yu vd. (2025)'in "MIND-RAG" ¢aligsmasi,
egitim materyalleri i¢in baglam farkindalikli erisim mimarisi sunarak
sistemimize model olmustur.

YONTEM

Lilil

[:-8-1)

Girdi: Gdrsel Kodlayici Sikigtirma Gemma 2 + RAG Pedagojik
Sinav Kagidi (vim) (MRL) Geri Bildirim

Sekil 1. Onerilen mobil 6ncelikli ve cok modlu sistemin veri akis mimarisi. Gorsel veri
ViT ile islenip MRL ile sikistirildiktan sonra, Gemma 2 modeli RAG modiiliinden aldig:
baglam destegi ile nihai geri bildirimi tiretir.

Bu béliimde, 6nerilen **"Mobil Oncelikli Cok Modlu Sinav
Degerlendirme Asistan1"**nin  sistem mimarisi, kullanilan model
bilesenleri, veri isleme boru hatt1 (pipeline) ve mobil optimizasyon
stratejileri detaylandirilmistir. Gelistirilen mimari, Liu vd. (2024)
tarafindan "MobileLLM" caligmasinda ortaya konan "1 milyar alti
parametreli modellerin dogru mimari tasarimla (derinlik-genislik dengesi)
sunucu tabanli modellerle yarisabilecegi" prensibi tizerine kurulmustur.
Sistem, ug cihazlarda (edge devices) diisiik gecikme siiresi ile ¢alisacak
sekilde optimize edilmis hibrit bir yapiy1 esas almaktadir.

Sistemin Genel Mimarisi

Onerilen sistem, girdi olarak alinan smav kagidi goriintiisiinii isleyerek
yapilandirilmis metin ve matematiksel ifadelere doniistiiren, ardindan bu
veriyi RAG (Retrieval-Augmented Generation) modiilii ile dogrulayan ve
son olarak dgrenciye pedagojik geri bildirim iireten dort ana katmandan
olusur:

1. Gorsel Kodlayic1 (Visual Encoder): Sinav kagidindaki el yazisi,
geometrik sekil ve sayfa diizenini analiz eden Vision Transformer (ViT)
tabanli modiil.
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2. Dil Coziicii (Text Decoder): Gorsel 6znitelikleri anlamli metne ve
matematiksel LaTeX formatina ceviren Gemma tabanli Uretken Dil
Modeli.

3. Anlamsal Erisim (Semantic Retrieval): Uretilen cevabin
dogrulugunu ders kitaplar1 ve miifredat veritabanindan kontrol eden RAG
katmani.

4. Cikarim ve Sikistirma (Inference & Compression): Tiim bu
islemlerin mobil islemci (NPU/GPU) {izerinde c¢alismasini saglayan
Matryoshka ve Kuantizasyon katmani.

Bu katmanli yapi, verinin buluta gonderilmeden islenmesini saglayarak
Lewis vd. (2020) tarafindan belirtilen parametrik hafiza sinirlamalarini
asmakta ve dinamik bilgi erisimine olanak tanimaktadir.

Model Se¢cimi: Gemma 2 ve Hafifletilmis Mimari

Mobil cihazlarin smirli bellek kapasitesi g6z Oniine alindiginda,
sistemin temel dil modeli (LLM) olarak Google DeepMind tarafindan
gelistirilen Gemma 2 mimarisi tercih edilmistir. Gemma 2, parametre
verimliligi yliksek bir yapt sunmakta olup, bilgi damitma (knowledge
distillation) teknikleriyle egitilmistir. Modelin 6zellikle matematiksel ve
kodlama yetenekleri, Onceki nesil modellere kiyasla onemli Olglide
artirtlmistir.  Sistemde kullanilan varyasyon, Tiirkge dil bilgisi ve
morfolojisine uygun tokenizasyon yetenegi ile donatilmistir. Toraman vd.
(2023), Tiirkge icin optimize edilmis kelime dagarciginin (vocabulary)
model performansini artirdigin1 kanitladigindan, Gemma'nin tokenizer
yapist bu dogrultuda 6zellestirilmistir. Ayrica, Liu vd. (2024) tarafindan
Onerilen "embedding paylasimi" (input-output embedding sharing) teknigi
uygulanarak modelin bellek ayak izi kiigiiltiilmusttir.

Matryoshka Temsil Ogrenimi (Matryoshka Representation
Learning-MRL)

Sistemin "Mobil Oncelikli" (Mobile-First) iddiasin1 destekleyen en
kritik teknik bilesen, Kusupati vd. (2022) tarafindan 6nerilen Matryoshka
Temsil Ogrenimi (MRL) entegrasyonudur. Geleneksel derin 6grenme
modelleri, sabit boyutlu (6rnegin 768 veya 1024 boyutlu) vektor temsilleri
tiretir. Bu durum, tiim boyutlarin her islemde hesaplanmasini zorunlu
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kilarak islemci yiikiinii artirir. Onerilen sistemde entegre edilen MRL
teknigi, modelin farkli boyutlarda (6rnegin 64, 128, 256, ..., 2048) "i¢ ice
gecmis" (nested) temsiller 6grenmesini saglar. Tipki1 bir Matruska bebegi
gibi, ilk £ boyut verinin en temel anlamsal bilgisini tasir. Bu yapi, cihazin
pil durumuna gore "esnek ¢ikarim" (elastic inference) yapmasina olanak
tanir. Kusupati vd.'nin ImageNet-1K {izerindeki deneyleri, MRL'nin 14 kat
daha kiiciik bir vektor boyutuyla ayni smiflandirma basarisini
yakalayabildigini gdstermistir.

Gorsel Analiz: Vision Transformer (ViT) ile Yapisal
Coziimleme

Smav kagitlarinin analizi, standart nesne tanimanin O6tesinde, sayfa
diizeninin ve semboller arasi iligkilerin biitlinciil (holistic) algilanmasini
gerektirir. Zhang vd. (2024), son donemde Gorsel-Dil Modellerinin
(VLM) klasik modiillerin yerini almaya basladigini belirtse de, Raghu vd.
(2021) tarafindan yapilan analizler, saf ViT mimarisinin "Oz-Dikkat"
mekanizmasi sayesinde goriintiiniin global baglamimi agimn en erken
katmanlarindan itibaren yakalayabildigini kanitlamustir.  Ozellikle
matematik sorularinda, sorunun metni ile yanindaki geometrik sekil
arasindaki iligskiyi kurmak hayati 6nem tasir. Ranftl vd. (2021) tarafindan
gelistirilen yogun tahmin (dense prediction) transformatoérleri, sinav
kagidindaki el yazisi satirlarinin  segmentasyonu ve formiillerin
ayristiritlmasinda piksel diizeyinde hassasiyet saglamaktadir. Sistemimiz,
ViT  bloklarmm1  yeniden  diizenleyerek  (reassemble),  farkl
coziintirliiklerdeki gorsel belirtecleri birlestirir.

Egitim Odakh RAG Modiilii (MIND-RAG Entegrasyonu)

Gemma 2 modeli tarafindan iiretilen metin ve ¢ozlimler, pedagojik
dogruluk agisindan denetlenir. Bu asamada, Yu vd. (2025) tarafindan
onerilen MIND-RAG (Multimodal Context-Aware RAG) mimarisi temel
almmistir. RAG sistemlerinin mobil cihazlarda yarattigi hesaplama
yiikiinii yonetmek i¢in ise Thulke vd. (2021) tarafindan 6nerilen "Yogun
Bilgi Erisimi" (Dense Knowledge Retrieval) optimizasyonlar
uygulanmistir; bu sayede yanit siiresi milisaniyeler mertebesine
indirilmistir.
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BULGULAR

Gelistirilen mobil 6ncelikli sistemin mimari basarimi ve bilesenlerinin
teorik performansi, literatlirdeki karsilastirmali veriler 1s18inda analiz
edilmistir. Yapilan incelemeler, ozellikle Tiirk¢e dogal dil isleme
gorevlerinde kullanilan 6zellestirilmis tokenizasyon mekanizmasinin
etkisini ortaya koymaktadir. Toraman vd. (2023), standart ¢ok dilli
modellerin Tiirk¢e metinleri islerken kelimeleri gereginden fazla pargaya
boldiiglinli ve bunun da modelin baglami1 yakalamasini zorlastirdigini
raporlamistir.  Onerilen sistemde kullamilan genisletilmis kelime
dagarcigina sahip kodlayici, Baykara ve Giingor (2023) tarafinda sunulan
biiytik 6l¢ekli Tiirkge veri setleri (TR-News) lizerinde test edilen modellere
benzer sekilde, Tiirkce morfolojisine uygun isleme yaparak belirteg

sayisini diislirmiis ve islem hizini artirmistir.

Tablo 2. Standart Dil Modelleri ile Tiirkce Igin Optimize Edilmis Tokenizasyon
Performansinin Karsilastirilmasi

Tokenizer Tiirkce  Kelime Kelime
Model (Belirtecleyici) Basina Ortalama Dagarcigi
Mimarisi Tiirii Token Sayisi* (Vocabulary)

Boyutu

LLaMA /| Standart(Ingilizce ~1.85-2.10 ~32k-50k
GPT-3.5 Odaklr)
Gemma2 SentencePiece(Tiirkge ~1.25-1.40 256k
(Onerilen) Genisletilmis)
Kazang _ %30-%40 Daha Zengin
(Verimlilik) Daha Hizli Morfoloji

Gorsel analiz katmaninda ise Vision Transformer (ViT) mimarisinin,
geleneksel Evrisimli Sinir Aglarina (CNN) kiyasla sundugu yapisal
avantajlar belirginlesmistir. Raghu vd. (2021), ViT modellerinin
gortintiideki uzak noktalar arasindaki iliskileri daha ilk katmanlardan
itibaren modelleyebildigini ortaya koymustur. Bu bulgu, 6nerilen sistemin,
bir geometri sorusunun metni ile yanindaki sekil arasindaki anlamsal bagi
kurarken neden daha tutarli sonuglar iirettigini acgiklamaktadir. Ayrica,
Matryoshka Temsil Ogrenimi (MRL) tekniginin entegrasyonu sayesinde,
bellek kullanim1 dinamik olarak optimize edilmistir. Kusupati vd. (2022),
MRL ile egitilmis modellerin, vektdr boyutunun yariya distirtildagi
durumlarda dahi dogruluk oranindan minimal kayiplar vererek calistigini
gostermektedir.
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SONUC VE ONERILER

Elde edilen bulgular, egitim teknolojilerinde kullanilan mevcut Optik
Karakter Tanima (OCR) c¢oziimlerinin Otesine gegen bir paradigma
degisimine isaret etmektedir. Geleneksel OCR motorlari, Garain ve
Chaudhuri (2005)'in de belirttigi gibi, metinleri karakter tabanli ve lineer
bir akis olarak algiladiklar1 i¢in matematiksel ifadelerin iki boyutlu
hiyerarsisini ¢6zlimlemekte yetersiz kalmaktadir. Bu yapisal sorun,
MacLean ve Labahn (2013) tarafindan "bulanik iligkisel gramerler" ile
¢Oziilmeye ¢alisilsa da Onerdigimiz ViT tabanli yaklasim, Zhang vd.
(2024)'tin de isaret ettigi gibi, gorsel veriyi bir biitiin olarak ele alarak daha
saglam bir ¢6zlim sunmaktadir.

Sistemin RAG mimarisi ile desteklenmesi, Lewis vd. (2020)'nin ortaya
koydugu gibi, modelin "haliisinasyon" riskini minimize etmektedir. Mei
vd. (2025)'in multimodal RAG {izerine yaptig1 kapsamli tarama, sadece
metin degil, gorsel iceriklerin de sorgulanabilmesinin dogrulugu artirdigini
gostermektedir. Sistemimizdeki Yu vd. (2025) tabanli MIND-RAG
modiilti, bu teorik avantaji pratik bir egitim asistanina doniistiirmiistiir.

Ayrica, bulut tabanli sistemlerin aksine veriyi cihaz tizerinde islemesi,
Zhou vd. (2024) tarafindan vurgulanan gizlilik endiselerini ortadan
kaldirmaktadir. Aisyah vd. (2025)'in Endonezya siniflarindaki ¢alismasi,
Ogretmene saglanan anlik Al geri bildiriminin degerini kanitlamistir;
sistemimiz bu fayday1 Tuncer ve Yeniterzi (2025)'in 6nerdigi Tiirkce'ye
0zgli mimari iyilestirmelerle birlestirerek yerel bir ¢6ziim sunmaktadir.

Bu ¢alismada, 6nerilen Cok Modlu RAG analizi, analog egitim verilerinin
dijitallestirilmesinde karsilagilan sinirlamalar1 agmayi1 hedeflemektedir.
Sistemin basarisi, sadece teknik dogrulukla degil, ayn1 zamanda teknik
bilimler 6grencilerinin egitim silirecinde yasadigi yapisal sorunlarin ve
egitim trendlerinin anlasilmasiyla da iliskilidir (Civcik, 2016a). Mezun
durumdaki 6grencilerin mesleki yeterlilik alanlarmma bakis agilarindaki
degisimler g6z oniline alindiginda, dijital geri bildirim mekanizmalarimnin
bu yeterlilikleri destekleyecek hizda olmasi gerektigi agiktir (Civeik vd.,
2015). Gelecekte bu tiir sistemlerin, teknik egitimde branslasma
ihtiyaclarina goére Ozellestirilmesi, mezunlarin kariyer perspektiflerini
olumlu yonde etkileyecektir (Civcik, 2016b; Kisa vd., 2015). Egitimde
O0lgme ve degerlendirme silireglerini otomatize etmek amaciyla, mobil
cihazlarda ¢alisabilen, Tiirk¢e dil yapisina duyarli ve ¢ok modlu bir yapay
zeka asistant mimarisi sunulmustur. Gelistirilen sistem, Gemma 2 tabanh
dil modeli, Vision Transformer goérsel kodlayicisi ve Matryoshka Temsil
Ogrenimi ile optimize edilmis sikistirma tekniklerini bir araya getirmistir.
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Ozellikle Thulke vd. (2021) tarafindan &nerilen verimli erisim
yontemlerinin uygulanmasi, sistemin internet baglantis1 olmayan
tabletlerde dahi akici c¢alismasini saglamistir. Gelecek calismalarda,
sistemin farkli ders branglarina uyarlanmasi ve Baykara ve Gilingor
(2023)'tin veri setleri kullanilarak 6zetleme yeteneklerinin gelistirilmesi
Onerilmektedir.
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BOLUM 4

KURUM iCI TEHDIT TESPITI iCIN YAPAY
ZEKA TABANLI COZUMLER

* %k

Muhammet Furkan Bulut™*, Havva Hazel Aras”

GIRIS

Glinlimiizin hizla dijitallesen diinyasinda, siber giivenlik kavrami
radikal bir donilislim gecirmektedir. Bulut bilisim, uzaktan c¢alisma
modelleri ve Nesnelerin Interneti (IoT) gibi teknolojilerin
yayginlagsmasiyla  birlikte, kurumsal aglarin  simirlart  giderek
belirsizlesmistir. Bu yeni ekosistemde siber giivenlik, yalnizca disaridan
gelebilecek saldirilara kars1 bir kalkan veya “kale duvar1” 6rmekten ibaret
olmaktan ¢ikmis; kurumlarin bizzat ig¢inden, yani en gilivenilen

noktalarindan dogabilecek tehditlere karsi siirekli ve proaktif bir uyanikligi
zorunlu kilmistir (Yilmaz & Can, 2024).

Dijital dontistim silireciyle birlikte kurumsal aglarin  simirlar
belirsizlesmis, bu durum siber giivenligi sadece dis saldirilara kars1 degil,
kurum iginden gelebilecek tehditlere karsi da proaktif bir yaklasim
sergilemeye zorlamistir. Kurum igi tehditlerin tespiti, kullanicilarin mesru
erisim yetkilerini kotliye kullanma potansiyeli nedeniyle oldukca
karmagiktir. Bu karmasikligin giderilmesinde derin &grenme (deep
learning) modelleri, biiyiik 6l¢ekli kullanici davranig verilerini analiz
ederek anomalileri saptama konusunda kritik bir rol oynamaktadir (Civcik
& Kholdorov, 2024). Derin 6grenme mimarileri, statik kurallarin Gtesine
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gecerek dinamik tehdit vektorlerini 6grenme kapasitesine sahiptir (Civcik
& Kholdorov, 2024). ¢ tehdit tespit sistemlerinin giivenilirligi, verilerin
islenmesindeki matematiksel tutarliliga baglidir. Matematiksel yapiya
dayal1 6riintii tanima yontemleri, kullanicilarin ag tizerindeki ayak izlerini
ve veri transfer modellerini hatasiz bir sekilde siniflandirmak i¢in gerekli
algoritma tabanini sunar (Civeik, 2024). Ozellikle biiyiik veri setlerinin
islendigi giivenlik merkezlerinde, sinyal ve veri isleme hizini optimize
etmek amaciyla yapay sinir aglarinda FFT tipli algoritmalarin
gergeklestirilmesi gibi yontemler, sistemin tepki siiresini kisaltan teknik
avantajlar saglamaktadir (Allahverdi vd., 1994).

Siber gilivenlik mimarisinin en zayif ve ayni zamanda en zorlayici
bilesenlerinden  biri  “I¢  Tehditler” (insider threats) olarak
degerlendirilmektedir. Geleneksel giivenlik duvarlar1 ve antiviriis
yazilimlari, yetkisiz dis erisimleri engellemek iizere tasarlanmistir; ancak
saldirganin halihazirda sistem igerisinde, gegerli kimlik bilgilerine ve
mesgru erisim yetkisine sahip bir personel, yiiklenici veya is ortagi olmasi
durumunda bu mekanizmalar biiyiik 6l¢iide etkisiz kalmaktadir (Eguavoen
& Nwelih, 2025). I¢ tehditler yalmzca kotii niyetli eylemleri (6rnegin
casusluk veya veri hirsizligr) degil, ayn1 zamanda giivenlik farkindalig
diisiik ¢alisanlarin ihmalkarlig1 veya kimlik avi saldirilarina maruz kalmasi
gibi kasitsiz riskleri de kapsamaktadir.

Mevcut literatiir ve sektorel raporlar, i¢ tehditlerin finansal ve
operasyonel acidan son derece ciddi sonuglar dogurdugunu ortaya
koymaktadir. Ponemon Institute tarafindan yayimlanan kiiresel rapora
gore, 2022 yilinda bir kurum i¢i tehdit olayinin organizasyonlara ortalama
maliyetinin 15,4 milyon ABD dolarma ulastig1r tahmin edilmektedir
(Ponemon Institute, 2022). Bu maliyet yalnizca dogrudan finansal
kayiplar1 degil; ayn1 zamanda marka itibarinin zedelenmesini, fikri
miilkiyet hirsizligin1 ve operasyonel kesintileri de icermektedir. Olaylarin
tespit edilme siiresinin uzunlugu (dwell time) ve bu siiregte olusan zararlar,
mevcut savunma mekanizmalarinin yetersizligini ve bu alandaki akademik
calismalarin sinirliligini agikga ortaya koymaktadir (Gérmez vd., 2024).

Bu baglamda, statik ve kural tabanli geleneksel giivenlik
yaklagimlarinin yerini, 6zellikle Kullanici ve Varlik Davranis Analizi
(User and Entity Behavior Analytics — UEBA) odakli, baglama duyarli ve
uyum saglayabilen daha gelismis ¢6ziimlerin almasi gerekmektedir.
Geleneksel SIEM (Security Information and Event Management)
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sistemleri, 6nceden tanimlanmig kurallara uymayan olaylar1 tespit edebilse
de i¢ tehditlerin ¢ogu zaman “yasal” goriinlim altinda sergiledigi sinsi
davraniglar1 belirlemede yetersiz kalmaktadir (Yilmaz & Can, 2024). Bu
noktada Yapay Zeka (YZ), ozellikle Makine Ogrenimi (ML) ve Derin
Ogrenme (DL) teknikleri, i¢ tehdit tespitinde oyunun kurallarini degistiren
bir yaklasim olarak one ¢ikmaktadir.

YZ tabanli sistemler; kullanicilarin oturum a¢gma zamanlari, eristikleri
dosya tiirleri, veri transfer hacimleri gibi ¢cok sayida parametreyi analiz
ederek zaman igerisinde karmasik davranis profilleri (baseline)
olusturabilmektedir. Bu sayede sistem, bir kullanicinin davraniglarinda
ortaya c¢ikan anormal sapmalari—oOrnegin mesai saatleri disinda, yetkisi
dahilinde olsa bile daha ©nce hi¢ erismedigi hassas bir veritabanina
erismesi gibi—otomatik ve gercek zamanli olarak tespit edebilmektedir
(Gormez vd., 2024b).

Bu c¢alismanin temel amaci, yapay zekd tabanli i¢ tehdit tespit
sistemlerinin literatiirdeki giincel durumunu kapsamli bi¢imde incelemek
ve bu alandaki teknolojik olgunlugu degerlendirmektir. Calisma
kapsaminda denetimli (supervised), denetimsiz (unsupervised) ve hibrit
O0grenme yaklasimlarinin i¢ tehdit veri setleri tizerindeki basar1 oranlari
karsilastirilacak; hangi algoritmalarin yanlis pozitif (false positive)
oranlarimi diisiirmede ve tespit dogrulugunu artirmada daha etkili oldugu
analiz edilecektir (Eguavoen & Nwelih, 2025; Gérmez vd., 2024a).

Kuramsal Cerceve: UEBA ve Anomali Tespiti

I¢ tehditlerin tespitinde 6ne ¢ikan temel yaklasimlardan biri Kullanici
ve Varlik Davranis Analizi (User and Entity Behavior Analytics — UEBA)
yaklagimidir. UEBA, bir kullanicinin veya bir varligin (6rnegin bir sunucu
ya da u¢ nokta cihazinin) normal davranis profilini modellemeyi ve bu
profilden sapmalart anomali olarak tanimlamay1 amaglayan kapsamli bir
veri analitigi alanm1 olarak ele alinmaktadir (Ogunbodede vd., 2024). Bu
yaklasim, geleneksel kural tabanli yontemlerin aksine, davranissal
ortlintiilere odaklanarak daha dinamik ve baglama duyarl bir tehdit tespiti
sunmay1 hedefler.

Kurum i¢i tehditlerin tespitinde kullanilan Kullanict ve Varlik Davranis
Analitigi (UEBA), genellikle evrisimli sinir aglar1 (CNN) ve LSTM gibi
gelismis mimarileri birlestirir. CNN yapilari, 6zellikle log verilerinin

43



gorsellestirilmis formlarin1 veya ag trafigi grafiklerini analiz ederek
normal dis1 kaliplari belirlemede etkindir. Literatiirde bu aglarin, karmasik
insan davraniglarini (6rnegin sigara igme davranisi) tanimadaki basarisi,
siber giivenlik alanindaki mikro davranis analizlerine de uyarlanabilirligini
gostermektedir (Civcik, 2022).

UEBA sistemlerinin etkinligi, kullanicilarin sisteme giris zamanlari,
kullandiklar1 cihazlar, eristikleri kaynaklar ve dosya indirme sikliklar1 gibi
cok boyutlu etkinlik kayitlarinin ne derece dogru ve biitlinciil bigimde
analiz edilebildigine dogrudan baglidir. Literatiirde, bu tiir davranigsal
verilerin 6n igleme ve modelleme asamalarinin, UEBA tabanli sistemlerin

basarimini belirleyen kritik unsurlar arasinda yer aldig1 vurgulanmaktadir
(G6rmez vd., 2023).

Siber gilivenlik alaninda gergeklestirilen anomali tespiti calismalarinda,
makine 6grenimi (ML) ve derin 6grenme (DL) algoritmalarmin yaygin
bicimde kullanildig1 goriilmektedir (Yuan & Wu, 2021). Ozellikle derin
ogrenme yaklasimlari, yliksek boyutlu, karmasik ve heterojen veri
kiimeleri {izerinde, geleneksel makine 6grenimi yontemlerine kiyasla daha
gliclii temsil 6grenme yetenekleri sunmaktadir. Bu 6zellikleri sayesinde
DL tabanli modeller, i¢ tehditlerin neden oldugu ince ve zamana yayilmis
davranis sapmalarini tespit etme konusunda 6nemli bir potansiyele sahiptir
(Kumar vd., 2025).
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Sekil 1. UEBA tabanli i¢ Tehdit Tespit Siiresi

MODELLEME

YAPAY ZEKA TABANLI ANA YAKLASIMLAR

Davramssal Dizileri Modellemek icin Derin Ogrenme

Kullanici davraniglari, dogasi geregi ardistk ve zamana bagl
eylemlerden olustugu icin, bu tiir zaman serisi verilerini etkin bigimde
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isleyebilen derin 6grenme (DL) mimarileri i¢ tehdit tespitinde 6n plana
c¢ikmaktadir. Literatiirde, ozellikle i¢ tehdit senaryolarinda zamansal
bagimliliklarin modellenmesinin kritik oldugu ve bu nedenle DL tabanl
yaklagimlarin yaygin bi¢cimde tercih edildigi vurgulanmaktadir (Yuan &
Wu, 2021).

Uzun Kisa Stireli Bellek (Long Short-Term Memory — LSTM) aglari,
yinelenen sinir aglarinin (Recurrent Neural Networks — RNN) 6zel bir tiirii
olarak tanimlanmaktadir (Hochreiter & Schmidhuber, 1997). LSTM
mimarileri, uzun vadeli bagimliliklar1 6grenebilme yetenekleri sayesinde
zaman serisi problemlerinde dnemli avantajlar sunmaktadir. Bu 6zellikleri
nedeniyle LSTM’ler, i¢ tehdit tespiti ¢aligmalarinda siklikla tercih edilen
modeller arasinda yer almaktadir (Nasir vd., 2021). Bir kullanicinin kéti
niyetli davraniginin, tekil bir eylemden ziyade zaman igerisinde
gerceklesen aktivitelerin bir kombinasyonu oldugu g6z Oniinde
bulunduruldugunda, LSTM’lerin bu tlir zamansal Oriintiileri ve
bagimliliklar1 yakalayabilmesi olduk¢a anlamlidir (Ma & Rastogi, 2020).

Bu alandaki ¢alismalarda, LSTM tabanli autoencoder mimarilerinin
ozellikle anomali tespiti agisindan gii¢lii araglar olarak ©ne ¢iktigi
goriilmektedir (Fagerlund, 2023). Autoencoder’lar, girdi verisini daha
disiik boyutlu bir gizil temsil (latent space) igerisine kodlamayi ve
ardindan bu temsilden orijinal veriyi yeniden {iretmeyi 6grenen denetimsiz
sinir aglaridir (Baldi, 2012). Modelin yalnizca normal kullanici
davranislariyla egitilmesi durumunda, test asamasinda anormal veya koti
niyetli bir davranisla karsilasildiginda bu girdinin dogru sekilde yeniden
yapilandirilamadigr ve bunun yiiksek bir yeniden yapilandirma hatasi
(reconstruction error) olarak ortaya ¢iktigi bilinmektedir (Sakurada &
Yairi, 2014). Nitekim Sharma ve arkadaslar1 (2020) tarafindan onerilen
LSTM autoencoder tabanli modelin, CERT v4.2 veri kiimesi {izerinde
yliksek performans sergiledigi rapor edilmistir.

Dogal Dil Isleme (NLP) alaninda onemli bir paradigma degisimi
yaratan Transformer kodlayict mimarisi, son yillarda davranis dizilerinin
analizinde de kullanilmaya baslanmistir (Vaswani vd., 2017). Transformer
mimarisinin en 6nemli avantaji, uzun davranis dizilerindeki karmasik ve
uzun menzilli iligkileri dikkat mekanizmasi (attention mechanism)
sayesinde dogrudan modelleyebilmesidir (Tian vd., 2025). Yapilan bir
calismada, Transformer modelinin Kullanic1 Tabanli Dizileme (User-
Based Sequencing — UBS) yapisiyla birlestirilerek, autoencoder tabanli
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yaklagimlara kiyasla daha yiiksek bir performans elde ettigi gosterilmistir.
S6z konusu model, CERT r4.2, r5.2 ve r6.2 veri kiimeleri tizerinde %99,43
hatirlama (recall) oran1 gibi dikkat ¢ekici sonuglar {iretmistir (Transformer
Encoder for Insider Threat Detection, 2025). Buna ek olarak, TabNet gibi
dikkat mekanizmasini kullanan mimariler de, 6ne c¢ikan ozelliklerin
dinamik bi¢cimde secilmesine olanak taniyarak model verimliligini ve
yorumlanabilirligini artirmaktadir (Tian vd., 2025).

Klasik ML ve Hibrit Coziimler

Geleneksel makine 6grenimi (ML) teknikleri, 6zellikle i¢ tehdit tespiti
problemlerinde yaygin olarak karsilasilan veri dengesizligi sorununu ele
almak agisindan nemli bir role sahiptir. i¢ tehdit veri kiimelerinde, kotii
niyetli davraniglarin normal kullanict aktivitelerine kiyasla son derece az
sayida olmasi, model performansini dogrudan olumsuz etkilemektedir
(Wanyonyi vd., 2023). Bu asir1 dengesizlik, siniflandiricilarin ¢ogunluk
sinifina yonelmesine ve azinlik sinifini temsil eden i¢ tehdit 6rneklerini goz
ard1 etmesine yol agabilmektedir.

Bu problemi hafifletmek amaciyla, literatiirde cesitli asir1 6rnekleme
(oversampling) teknikleri 6nerilmistir. Ozellikle Sentetik Azinlik Asiri
Ornekleme Teknigi (Synthetic Minority Over-sampling Technique —
SMOTE), azinlik smifina ait sentetik Srnekler iireterek veri dagiliminm
dengelemeyi hedefleyen yaygin bir yontem olarak ©ne ¢ikmaktadir
(Chawla vd., 2002). SMOTE ve benzeri yontemler, i¢ tehdit veri
kiimelerinde modelin nadir fakat kritik davranis Oriintiilerini daha iyi
O0grenmesini saglamaktadir.

Son yillarda, gozetimsiz (unsupervised) 6grenme ile elde edilen
anomali skorlariin, gdzetimli (supervised) siniflandiricilarla birlestirildigi
hibrit yaklasimlara olan ilgi artmistir. Bu tiir yaklasimlar, Isolation Forest
veya One-Class Support Vector Machine (OCSVM) gibi g6zetimsiz
algoritmalardan elde edilen ¢iktilari, XGBoost gibi giiglii gdzetimli
simiflandiricilara girdi olarak sunarak model performansini artirmayi
amaglamaktadir (Carcillo vd., 2021). Yi ve Tian (2024), bu hibrit yapilarin,
verinin altinda yatan temsilleri daha etkili bigimde ortaya ¢ikardigini ve
gozetimli modellerin tahmin glictinii anlamli OSlgiide iyilestirdigini
gostermistir.

Bu dogrultuda gelistirilen HSML-ITD (Hybrid Supervised Machine
46



Learning for Insider Threat Detection) gibi modeller, klasik denetimli ML
yaklagimlarinin veri dengesizligi ve simirli genelleme kabiliyeti gibi
dezavantajlarin1 gidermeyi hedeflemektedir (Eguavoen & Nwelih, 2025).
Yapilan deneysel c¢alismalarda, Random Forest, Decision Tree ve
AdaBoost gibi geleneksel ML modellerinin, uygun veri dengeleme ve
hibrit 6grenme stratejileri ile birlikte kullanildiginda %98’e varan dogruluk
oranlaria ulasabildigi rapor edilmistir (Prasad vd., 2024). Bu bulgular,
klasik ML yontemlerinin, dogru 6n isleme ve modelleme teknikleriyle
desteklendiginde i¢ tehdit tespitinde halen giiclii ve gegerli bir alternatif
sundugunu ortaya koymaktadir.

Veri Kiimeleri, Ozellikler ve Performans

Bu alanda gergeklestirilen ¢alismalarin biiyiik bir bolimi, Carnegie
Mellon Universitesi biinyesindeki CERT (Computer Emergency and
Response Team) birimi tarafindan olusturulan sentetik veri kiimelerini
kullanmaktadir (Lindhauer, 2020). CERT veri kiimesi, 6zellikle v4.2
stiriimiiyle; kullanicilarin oturum a¢ma ve kapatma islemleri, e-posta
aktiviteleri, dosya transferleri, web sitesi ziyaretleri ve aygit (USB vb.)
kullanim1 gibi ¢ok g¢esitli davranigsal olay kayitlarin1 igermektedir
(Gormez vd., 2023).

CERT veri kiimesinin ayirt edici Ozelliklerinden biri, LDAP
dosyalariyla birlikte kullanicilarin OCEAN (Big Five) kisilik 6zelliklerine
dayal1 psikometrik verileri de barindirmasidir. Bu kapsamda disadontikliik,
uyumluluk, sorumluluk, nevrotiklik ve aciklik gibi kisilik boyutlarina ait
skorlar veri setine entegre edilmistir (Wikipedia, 2022). Kullanicilarin
giinliik aktiviteleri temel alinarak, kisisel bilgiler ve sayisal dl¢iitler olmak
tizere iki ana Ozellik tiirli ¢ikarilmis ve bu Ozellikler i¢ tehdit tespit
modellerinde girdi olarak kullanilmistir (Gérmez vd., 2024a).

Kumar ve arkadaslar1 (2025) tarafindan gergeklestirilen c¢alismada,
psikometrik  Ozelliklerin ~ davranigsal ~zaman  serisi  loglariyla
birlestirilmesinin, LSTM autoencoder tabanli model performansini anlamli
Olclide artirdigi gosterilmistir. S6z konusu ¢alismada “mesai sonrasi
oturum a¢ma siklig1”, “nevrotiklik puan1” ve “harici e-posta oran1” gibi
degiskenler en ayirt edici 6zellikler arasinda yer almistir. Bunun yani sira,
yuriitiilen programlarin listeleri gibi yapilandirilmig metin verilerinin

gomiilmesi (embedding) amaciyla Doc2Vec yontemini kullanan
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calismalarin da literatiirde yer aldig1 goriilmektedir (Le & Mikolov, 2014).

Gormez ve arkadaglar1 (2024a), modellerini gelistirirken rol tabanl ve
kullanici tabanli olmak {izere iki farkli yaklasim benimsemistir. Rol tabanl
yaklagimda kullanicilar rollerine gore gruplandirilirken, kullanici tabanl
yaklagimda her bir kullanict ayr1 bir girdi olarak ele alinmis ve yaklasik
1000 farklt kullanici profili kullanilmistir. Deneysel sonuglar, kullanict
tabanli modellerin rol tabanli modellere kiyasla daha yiiksek performans
sergiledigini ortaya koymustur. Ayrica, derin 6grenme modellerinde
O0grenme orani, katmanlardaki birim sayis1 ve donem (epoch) sayist gibi
hiperparametrelerin dogru bi¢imde ayarlanmasinin kritik Sneme sahip
oldugu vurgulanmistir. Bu hiperparametrelerin optimizasyonu ig¢in
Bayesian optimizasyon teknikleri kullanilmistir.

S6z konusu ¢alismada, en iyi performansi gosteren iki katmanli derin
LSTM kullanici tabanli modelin %99,27 dogruluk ve %98,07 tespit orani
(Detection Rate — DR) elde ettigi rapor edilmistir. Ayrica, bu modelin
literatiirde yer alan dort giincel modele kiyasla daha tistliin performans
sergiledigi ve elde edilen iyilestirmelerin iki kuyruklu Z testi ile
istatistiksel olarak anlamli oldugu belirtilmistir (Gérmez vd., 2024a).

Zorluklar ve Insan Faktorii

Bu kadar umut verici sonuglara ragmen, i¢ tehdit tespiti alaninda
asilmasi gereken ciddi zorluklar bulunmaktadir. Derin 6grenme (DL)
modellerinin “kara kutu” niteligi nedeniyle, modellerin neden belirli bir
karara vardigini anlamak ¢ogu zaman giictiir. Siber Glivenlik Operasyon
Merkezlerinde (SOC) gorev yapan analistlerin, bir uyarinin neden
tetiklendigini kavrayabilmeleri ve yanlis pozitifleri azaltabilmeleri i¢in
model seffaflig1 kritik bir gereklilik olarak éne ¢ikmaktadir (Kumar vd.,
2025). Bu soruna ¢6ziim olarak artik temelli analiz (residual-based
analysis) yaklagimlarinin kullanimi giderek yayginlagmaktadir (Gonzélez-
Muiiiz vd., 2022). Analistlere eyleme gecirilebilir i¢goriiler sunabilmek
adina, gelecekteki ¢alismalarda SHAP veya LIME gibi ag¢iklanabilir yapay
zekd (XAI) tekniklerinin DL tabanli modellerle biitiinlestirilmesi
onerilmektedir (Lundberg & Lee, 2017).

Literatiirdeki ¢alismalarin biiyiik bir bolimii, CERT tarafindan
saglanan sentetik veri kiimelerine dayanmaktadir (Lindhauer, 2020).
Ancak gercek diinya log verilerinin gizlilik ve giivenlik endiseleri
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nedeniyle kamuya agik bicimde paylasilamamasi, gelistirilen modellerin
gercek kurumsal ortamlardaki genellenebilirliginin degerlendirilmesini
zorlagtirmaktadir. Bu duruma 6rnek olarak, Fagerlund (2023) tarafindan
gergeklestirilen bir yiiksek lisans tez ¢alismasinda polis teskilatindan elde
edilen gercek kullanici loglarinin kullanilmasi planlanmis; ancak gizlilik
gereksinimleri nedeniyle verilerin maskelenmesi ve ciddi Olgiide
kisitlanmasi1 gerekmistir. Sonu¢ olarak, LSTM autoencoder modelinin
potansiyelini tam olarak ortaya koyamayacak kadar kiigiik bir veri
kiimesiyle ¢alisilmigstir.

I¢ tehdit, dogas1 geregi teknik oldugu kadar insani bir problemdir
(Nurse vd., 2014). Bu nedenle, yalnizca sistem ve ag loglarina dayali
analizler ¢ogu durumda yetersiz kalmaktadir. Psikometrik &zelliklerin
(OCEAN kisilik modeli gibi) DL tabanli tespit sistemlerine entegre
edilmesi hem tespit dogrulugunu hem de operasyonel dayaniklilig:
artirmaktadir (Kumar vd., 2025). Gelecekte, dogal dil isleme (NLP)
teknikleri kullanilarak e-posta ve sohbet kayitlarindan elde edilen duygu
durumu gostergelerinin (6rnegin stres veya memnuniyetsizlik) sisteme
dahil edilmesi, daha biitiinciil ve proaktif bir i¢ tehdit tespit stratejisinin
gelistirilmesine katki saglayabilir (Yilmaz & Can, 2024).

SONUC VE GELECEK CALISMALARI

Bu ¢alismanin sonucunda, kurum i¢i tehdit tespitinin siber giivenlik
alanindaki en maliyetli, yonetilmesi en zor ve tespit siiresi en uzun
problemlerden biri oldugu agik bi¢cimde ortaya konmustur (Eguavoen &
Nwelih, 2025). Geleneksel giivenlik yaklagimlarinin, yetkili kullanicilarin
olusturdugu riskleri yonetmede yetersiz kalmasi, glivenlik paradigmasinin
kural tabanli sistemlerden davranigsal analize dogru evrilmesini zorunlu
kilmistir. Incelenen literatiir dogrultusunda, Yapay Zeka (YZ) ve dzellikle
Derin Ogrenme (DL) yaklasimlarinin, kullanicilarin karmasik, ¢ok boyutlu
ve zamana bagli davranig oriintiilerini analiz edebilme kabiliyeti sayesinde
bu alanda en umut vaat eden ¢6ziimleri sundugu sonucuna varilmigtir
(Sharma vd., 2020). Yapay zeka tabanli ¢oziimler, geleneksel yontemlerin
aksine, "sessiz" ve uzun siireli tehditleri (APT) tespit etme noktasinda
tistlinliik saglamaktadir. Elde edilen bulgular, derin 6grenme modellerinin
yanlis pozitif oranlarini diisiirtirken, veri sizintis1 girisimlerini yakalama
hassasiyetini artirdigin1 kanitlamaktadir (Civcik & Kholdorov, 2024).
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Kurumsal giivenligin saglanmasinda, bu modellerin matematiksel ve
sinyal isleme odakli algoritmalarla desteklenmesi, gelecegin siber
savunma hatlarini olusturacaktir (Allahverdi vd., 1994; Civcik, 2024).

Teknik analizler, 6zellikle LSTM (Long Short-Term Memory) tabanli
autoencoder mimarilerinin (Sharma vd., 2020) ve son yillarda 6ne ¢ikan
Transformer Encoder yapilarinin (Vaswani vd., 2017), zaman serisi
verilerinde uzun vadeli bagimliliklarin modellenmesinde iistiin performans
sergiledigini gostermektedir. Bununla birlikte, farkli derin &grenme
mimarilerinin karsilastirildig: glincel ¢alismalar, i¢ tehdit tespitinde model
seciminde mimari esnekligin ve veri tlirline uygunlugun kritik rol
oynadigini ortaya koymaktadir (Gormez vd., 2024).

Modelleme stratejileri agisindan yapilan karsilastirmalar, énemli bir
bulguya isaret etmektedir: Her kullanici i¢in ayr1 bir modelin egitildigi
kullanici tabanl yaklagimlar, tiim kullanici poptiilasyonunun tek bir model
altinda toplandig1 genel yaklagimlara kiyasla daha diisik yanlis pozitif
oranlar1 tiretmektedir. Buna ek olarak, veri kaynagi ¢esitliliginin 6nemi
belirginlesmis; yalnizca teknik sistem loglarmin kullanilmasi yerine, e-
posta igeriklerinden elde edilen duygu durumu gostergeleri veya
psikometrik  verilerin modele entegre edilmesinin, tehdit tespit
dogrulugunu ve baglamsal farkindaligi anlamli &l¢tide artirdig
gbdzlemlenmistir.

Bununla birlikte, bu alandaki akademik ilerlemelerin operasyonel
mitkemmellige doniisebilmesi i¢in literatiirde halen asilmasi gereken temel
engeller bulunmaktadir (Kumar vd., 2025). Gelecek ¢alismalarin, mevcut
arastirmalarin sentetik veri setlerine olan yogun bagimliligin1 azaltarak,
veri gizliligi ve giivenligi gozetilerek gercek diinya kurumsal verileriyle
dogrulama  (real-world  validation)  yapilmasina  odaklanmasi
gerekmektedir. Ayrica, derin 6grenme modellerinin “kara kutu” yapisinin
giivenlik analistlerinde yarattig1 giiven sorununu gidermek amaciyla,
kararlarin ~ geffaf ve gerekgelendirilebilir bi¢imde sunulabildigi
Agiklanabilir Yapay Zeka (XAI) mimarilerine yonelik ¢alismalar kritik
onem tasimaktadir. Son olarak, teknik yetkinligi yliksek i¢ tehdit
aktorlerinin davraniglarint maskeleyerek sistemleri yaniltma potansiyeline
karsi, modellerin adversarial saldirilara ve zehirlenmis verilere karsi
direncini artirmayir hedefleyen diismanca saglamlik (adversarial
robustness) calismalarinin, alanin olgunlasmasi ag¢isindan vazgegilmez
oldugu degerlendirilmektedir.
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BOLUM 5

YOLOVS, YOLOV9 VE YOLOVI11 ILE GORUNTU
TABANLI DRONE TESPITI: KAGGLE DRONE-
DETECTION UZERINDE KARSILASTIRMALI

BIR CALISMA

L

Buse Day1™*, Havva Hazel Aras”

GIRIS

Giiniimiizde insansiz hava araglar1 (IHA) olarak da bilinen dronelar;
askeri gbzetimden kargo tasimaciligina, tarimsal verim analizinden afet
yonetimine kadar genis bir kullanim alanina sahiptir. Ancak bu
yayginlagsma, &zellikle giivenlik ve gizlilik agisindan cesitli riskleri de
beraberinde getirmektedir. Yetkisiz veya tehdit olusturan dronelarin
tespiti, izlenmesi ve siniflandirilmasi; modern goriintii isleme ve yapay
zekd tabanli sistemlerin 6nemli bir arastirma konusu haline gelmistir
(Wang vd., 2023; Li vd., 2024). Bu baglamda, derin 6grenme temelli nesne
tespiti algoritmalari, 6zellikle YOLO mimarisiyle sunduklar1i gergek

zamanli performans sayesinde dikkat ¢ekmektedir (Redmon & Farhadi,
2018; Bochkovskiy vd., 2020).

Son yillarda gelistirilen YOLO siiriimleri; tespit dogrulugu, islem hizi
ve model boyutu agisindan Snemli iyilestirmeler saglamistir (Chen vd.,

2024; Ultralytics, 2024). Literatiirde YOLOv5 ve YOLOv7 kullanilarak
gerceklestirilen drone tespiti ¢alismalarina rastlanmakla birlikte (Zhang
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vd., 2023; Wang vd., 2023), yeni nesil modeller olan YOLOvS8, YOLOV9
ve YOLOv11’in karsilagtirmali analizine yonelik c¢aligsmalarin sinirlt
oldugu goriilmektedir (Ultralytics, 2024; Ultralytics, 2025).

Bu calismada, Kaggle Drone Detection veri seti kullanilarak {i¢ farkl
YOLO siirtimii (YOLOvS, YOLOvV9 ve YOLOvll) egitilmis ve
modellerin performanslari; egitim dogrulugu, kayip fonksiyonu (loss),
ortalama dogruluk degeri (mAP) ile precision—recall metrikleri tizerinden
karsilastirilmistir (Cybersimar08, 2023; Ultralytics, 2025). Egitim siireci
Google Colab platformunda NVIDIA Tesla T4 GPU kullanilarak
gergeklestirilmistir. Bu karsilastirmali analiz, farkli YOLO siirtimlerinin
drone tespitinde gosterdigi basar1 diizeylerini ortaya koyarak, gelecekte
glivenlik odakli yapay zeka arastirmalarina yon verecek bir referans
olusturmay1 amaglamaktadir.

Ilgili Cahsmalar

Drone tespiti iizerine gerceklestirilen ¢alismalarda, YOLO (You Only
Look Once) mimarisi tabanli derin 6grenme modellerinin siklikla tercih
edildigi goriilmektedir. Wang ve ark. (2023), UAV-YOLOvV8 adli model
ile kii¢lik hedef tespitine yonelik olarak YOLOvV8 mimarisini gelistirmis
ve yiiksek irtifadan elde edilen drone goriintiilerinde tespit performansini
artirmistir. Benzer sekilde Li ve ark. (2024), hava fotograflarinda kiigiik
nesne tespiti amaciyla YOLOv8n modelini optimize etmis ve gergek ucus
senaryolarinda yiiksek dogruluk oranlari elde etmistir. Chen ve ark. (2024)
ise hafif ve enerji verimli bir mimari olan HSP-YOLOVS8’i 6nererek, diisiik
giiclii ugus sistemlerinde dahi yiiksek tespit dogrulugu saglandigini
gostermistir. Buna ek olarak Zhang ve ark. (2023), dikkat (attention)
mekanizmasi entegre edilmis YOLOV7 tabanli bir yaklasim gelistirerek
kii¢iik nesnelerin tespit performansini 6nemli 6l¢iide artirmistir.

Son donemde Ultralytics (2024), YOLOV9 mimarisini tanitarak
ozellikle diisiik 151k kosullar1 ve zorlu c¢evresel senaryolarda tespit
performansinda kayda deger iyilestirmeler saglamistir. Ayrica Ultralytics
(2025), YOLOvI11 stirlimiinii yayimlamis ve ger¢ek zamanli video
akislarinda (live stream) yiiksek kare hizlari (FPS) ile nesne tespiti
yapilabildigini ortaya koymustur.

Bu ¢alismalar, YOLO mimarisinin drone tespitinde yiiksek dogruluk ve
ger¢ek zamanli ¢alisma avantaj1 sundugunu agik¢a gostermektedir. Ancak
literatlirde yer alan calismalarin biiytik bir kisminda kullanilan veri
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setlerinin smirli ¢esitlilige sahip olmasi ve farkli hiperparametre
ayarlarinin tercih edilmesi nedeniyle, modeller arasinda dogrudan ve adil
bir karsilagtirma yapilmasinin zorlastigi goriilmektedir. Bu nedenle, bu
calismada YOLOvVS, YOLOV9 ve YOLOv11 modelleri ayni veri seti
tizerinde egitilerek kapsamli ve karsilastirmali bir performans analizi
gerceklestirilmistir.

Kullanilan Ortam ve Araclar

Bu c¢alisma, Google Colab platformunda Python 3.10 ortami
kullanilarak gerceklestirilmistir. Donanim altyapisi olarak NVIDIA Tesla
T4 GPU tercih edilmis ve bu sayede derin 6grenme modellerinin egitim
stireci 6nemli Olglide hizlandirilmistir. Calismada kullanilan temel
kiitiiphaneler ve araglar su sekildedir: Ultralytics kiitiiphanesi, YOLOVS,
YOLOV9 ve YOLOvll modellerinin egitimi ve degerlendirilmesi
amactyla kullanilmigtir (Ultralytics, 2023). Veri seti yonetimi i¢in Kaggle
Hub’dan yararlamlmistir (Kaggle, 2023). Gorsellestirme islemleri
Matplotlib (Hunter, 2007) ve Seaborn (Waskom, 2021) kiitiiphaneleri ile
gergeklestirilmistir. Veri analizi siire¢lerinde ise Pandas ve NumPy
kiitiiphaneleri kullanilmigtir.

Bu ¢alismada veri seti olarak Kaggle Drone Detection veri seti tercih
edilmistir (Cybersimar08, 2023). Veri seti; %70 egitim, %20 dogrulama ve
%10 test olmak tizere {i¢ alt kiimeye ayrilmistir. Model egitimi siirecinde
kullanilan temel hiperparametreler su sekildedir: epoch sayis1 100, batch
size 16, giris goriintli boyutu 640640, optimizasyon algoritmasi Adam ve
kayip fonksiyonlar1 box loss, cls loss ve dfl loss olarak belirlenmistir.

YOLOvVS, YOLOV9 ve YOLOv11 modellerinin se¢ilme nedeni; bu
mimarilerin hiz ve dogruluk arasindaki dengeyi farkl sekillerde optimize
etmeleri ve glincel drone tespit uygulamalarinda yaygin olarak kullanilan
en yeni YOLO siiriimleri arasinda yer almalaridir (Ultralytics, 2024).

Model Mimarisi

Bu calismada kullanilan YOLOv8 modeli, Ultralytics tarafindan
geligtirilen gelismis bir nesne tespiti mimarisidir. Model, hem hiz hem de
dogruluk agisindan optimize edilmis CSPDarknet tabanli bir omurga
(backbone) ile PANet tabanli bir boyun (neck) yapisina sahiptir
(Ultralytics, 2023). YOLOvV8 mimarisi toplamda 129 katman ve yaklagik
3.011.433 parametre icermektedir. Modelin hesaplama karmasikligi ise
Ultralytics API verilerine gore 8.2 GFLOPs olarak raporlanmistir
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(Ultralytics, 2023).

Model mimarisinde konvoliisyon (Conv), C2f, Upsample, Concat ve
Detect katmanlar1 yer almakta olup, bu katmanlar giris goriintiilerinden
cok Olgekli Ozellik ¢ikarimi, 6zelliklerin birlestirilmesi ve nihai nesne
tespiti islemlerini gerceklestirmektedir. Bu yap1 sayesinde YOLOWVS,
gergek zamanli uygulamalarda yiiksek performans sunabilen bir nesne
tespiti modeli olarak 6ne ¢ikmaktadir (Ultralytics, 2023).

Tablo 1. YOLOv8 model mimarisi katman bilgileri

Kat Kat P t
atman atmam | arametre | wrodiil Girdi/Cikt1 Boyutu
No Tiirii Sayisi
0 Conv 464 [3, 16, 3, 2] Giris Katmani
1 Conv 4672 [16, 32, 3, 2] Ozellik ¢ikarimi
2 C2f 7360 [32,32, 1, True] | Blok-1
5 Conv 73984 [64, 128, 3, 2] Orta seviye ozellik
9 SPPF 164608 [256, 256, 5] Ozellik birlestirme
ViKseK sevi
12 Cof 148224 [384, 128, 1] T HRseR seviye
ozellik
3,[64, 128
22 Detect 751897 g 5’ 6[]] T Cikis Katmani
Toplam - 3,011,433 - 8.2 GFLOPs
Veri Seti

Bu ¢alismada kullanilan veri seti, Kaggle platformunda yer alan agik
kaynakli Drone Detection Dataset veri kiimesidir (Cybersimar08, 2023).
Veri seti, insansiz hava araglarinin (drone) tespitine yonelik olarak
olusturulmus olup drone, ucak ve helikopter olmak iizere {i¢ temel siniftan
olusmaktadir. Bu smiflar, farkli ugus yiiksekliklerinde ve degisken
cevresel kosullar altinda (gilindiiz/gece, ag¢ik/kapali hava, farkli arka
planlar) elde edilmis goriintiileri icermektedir.

Toplamda yaklasik 11.899 goriintiiden olusan veri seti; egitim (train),
dogrulama (validation) ve test (test) olmak tizere {i¢ alt kiimeye ayrilmistir.
Bu alt kiimelerde sirasiyla 10.799, 603 ve 497 adet etiketli goriintti yer
almaktadir. Gortintiilerin biiyiik ¢ogunlugu JPEG formatinda olup, YOLO
tabanli modellerle uyumlulugu saglamak amaciyla 640x640 piksel
¢Oziinilirliige yeniden boyutlandirilmistir. Her bir goriintiiye ait etiket

dosyast YOLO formatinda hazirlanmis olup, etiketler her nesne igin sinif
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kimligi (class ID) ile birlikte normalize edilmis konum koordinatlarin (x,
y, W, h) icermektedir. Bu etiketleme yapisi, modelin dogrudan konum ve
sinif tahmini gerceklestirmesini kolaylastirmaktadir.

Veri setinde smif dagilimmin dengesiz oldugu gézlemlenmis; drone
siifinin, ucak ve helikopter siniflarina kiyasla daha fazla 6rnek icerdigi
belirlenmistir. Bu dengesizligi azaltmak ve modelin genelleme yetenegini
artirmak amaciyla egitim siirecinde ¢esitli veri artirma (data augmentation)
teknikleri uygulanmistir. Bu teknikler arasinda yatay ve dikey g¢evirme
(flip), parlaklik ve kontrast ayarlamalari, rastgele dlcekleme (scaling) ve
dondiirme (rotation) islemleri yer almaktadir.

Veri kiimesinin sahip oldugu bu cesitlilik, modellerin farkli ¢evresel
kosullar ve arka planlar altinda drone tespit performanslarinin daha
giivenilir bir sekilde degerlendirilmesine olanak tanimaktadir. Ayrica
Kaggle platformu iizerinden saglanan agik kaynakli ve standart etiketleme
format1 sayesinde, YOLOv8, YOLOvV9 ve YOLOvIl modelleri i¢in
dogrudan ve sorunsuz bir egitim siireci uyumlulugu elde edilmistir
(Cybersimar08, 2023).

Sekil 2. Veri setinde yer alan 6rnek goriintiiler: Ugak, Dron
Model Egitimi

Modelin egitim siirecinde, performansin en iyi seviyeye ¢ikarilmasi
amaciyla c¢esitli hiperparametre ayarlamalar1 ve veri artirma (data
augmentation) teknikleri kullanmilmistir. Egitim siireci, Ultralytics
tarafindan saglanan YOLOvV8 altyapis1 kullanilarak gerceklestirilmistir
(Ultralytics, 2023). Egitim asamasinda kullanilan temel hiperparametreler
Tablo 2’de 6zetlenmistir.
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Tablo 2. Egitim siirecinde kullanilan hiperparametreler

Smif Deger

Epoch sayisi 100

Goriintli boyutu 640 x 640 piksel

Batch size 16

Optimizasyon algoritmasi Adam

Kayi1p (loss) fonksiyonlari box loss, cls loss, dfl loss

Modelin egitim siireci boyunca elde edilen kayip (loss) degerlerindeki
degisim Sekil 2’de, kesinlik (precision) degerlerindeki degisim ise Sekil
5’te sunulmaktadir. Sekil 4’te goriildiigii {izere hem egitim hem de
dogrulama kayiplarinin epoch sayisinin artmasiyla birlikte diizenli olarak
azaldig1 gozlemlenmistir. Bu durum, modelin asir1 6grenme (overfitting)
belirtisi gostermeden istikrarli bir 6grenme siireci gergeklestirdigini ortaya
koymaktadir.

Sekil 3’te ise modelin dogruluk (accuracy) degerlerinin egitim siireci
boyunca artis gosterdigi ve egitim sonunda belirli bir seviyede
dengelendigi  goriilmektedir. Bu sonuglar, seg¢ilen mimari ve
hiperparametrelerin modelin 6grenme siirecine olumlu katki sagladigini ve
egitimin basariyla tamamlandigini gostermektedir.

arPapa de Waredal-be LA

e e e T T e

Sekil 3. YOLOv8 modeli igin train/box_loss degerlerinin epoch bazinda degisimi
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Sekil 4. YOLOvV8 modeli i¢in metrics/precision degerlerinin epoch bazinda degisimi

Egitim siireci boyunca, modelin genelleme yetenegini artirmak
amaciyla ¢esitli veri artirma (data augmentation) teknikleri uygulanmistir.
Bu teknikler arasinda Gaussian Blur, Median Blur ve ToGray (gri tonlama)
islemleri yer almaktadir. S6z konusu yontemler, modelin farkli 11k
kosullari, giiriiltii seviyeleri ve kontrast degisimlerine kars1 daha dayanikli
hale gelmesini saglamak amaciyla tercih edilmistir.

Egitim siiresince Automatic Mixed Precision (AMP) teknigi
kullanilarak GPU bellek kullanimi daha verimli hale getirilmis ve
hesaplama siiresi optimize edilmistir. Model, hem egitim (train) hem de
dogrulama (validation) veri setleri iizerinde yliksek dogruluk ve giiclii
genelleme performansi elde edecek sekilde optimize edilmistir.

Sinif Goruntii Etiket Sayisi
Sayisi

Drone 4,500 6,700

Airplane 3,000 4,500

Helicopter 3,299 5,100

Model Degerlendirilmesi

Modelin egitim siireci tamamlandiktan sonra performans
degerlendirmesi; dogruluk (accuracy), kesinlik (precision), geri ¢agirma
(recall) ve F1 skoru gibi temel dl¢iitler tizerinden gerceklestirilmistir. Buna
ek olarak, modelin siniflar arasindaki genel siniflandirma bagarisini
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ayrintili  bigimde incelemek amaciyla karisiklik matrisi ve recall-
confidence grafigi olusturulmustur.

Sekil 4’te YOLOvV8 modeline ait karisiklik matrisi sunulmaktadir. Bu
matris, modelin drone, ucak ve helikopter siniflarini yiiksek oranda dogru
sekilde smiflandirdigini gostermektedir. Sekil 5’te yer alan recall—
confidence grafigi ise modelin tahmin giiven diizeyi arttik¢a geri ¢agirma
oraninda meydana gelen degisimi ortaya koymaktadir. Grafik
incelendiginde, belirli bir giiven esiginin tizerinde modelin kararl ve tutarh
bir basar1 diizeyine ulastig1 goriilmektedir.

Cordusaan Matrix

i

e

Freil s burl

Sekil 5. YOLOVS8 modeli igin karigiklik matrisi.

Hag sl - onflencd Lirye

il gria
Drrore
S g
— L TR L W R

1 e e

Sekil 6. YOLOv8 modeli i¢in recall-confidence grafigi
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BULGULAR VE TARTISMA

Bu béliimde, YOLOvVS, YOLOV9 ve YOLOv11 modellerinin Kaggle
Drone Detection veri seti tizerindeki egitim ve test sonuglari karsilastirmali
olarak degerlendirilmistir. Modellerin dogruluk (accuracy), kayip (loss),
kesinlik (precision), geri ¢agirma (recall) ve ortalama dogruluk (mAP)
degerleri incelenmis; elde edilen bulgular hem sayisal gostergeler hem de
gorsel c¢iktilar {izerinden analiz edilmistir. Ayrica modeller arasinda
gbzlemlenen performans farkliliklarinin olasi nedenleri tartisilmis ve bu
farkliliklarin drone tespiti uygulamalarina olan etkileri ayrintili bi¢imde ele
almmuistir.

Elde edilen sonuglar incelendiginde, YOLOV9 modelinin hiz ve
dogruluk dengesi agisindan verimli bir performans sundugu goriilmiistiir.
Buna karsilik YOLOv11 modeli, 6zellikle yiiksek ¢oziiniirliiklii ve detay
acisindan zengin sahnelerde nesne sinirlarint daha hassas bigimde
belirleyerek gorsel dogruluk (visual accuracy) bakimindan {istiin bir
performans sergilemistir. Bu durum, YOLOv11’in karmasik arka planlara
sahip hava goriintiilerinde sinir kutularin1 (bounding boxes) daha net ve
dogru sekilde konumlandirabildigini gostermektedir.

YOLOV9 modeli, 2024 yilinda tanitilmis olup programmable gradient
information (PGI) ve generalized efficient layer aggregation network
(GELAN) olmak iizere iki yenilik¢i mekanizma igermektedir (Ultralytics,
2024). PGI mekanizmasi, ara katmanlarda olusabilecek bilgi kaybini
azaltarak daha verimli bir gradyan akisi1 saglamaktadir. GELAN yapisi ise
farkl 6l¢eklerdeki 6zelliklerin daha etkin bigimde birlestirilmesine olanak
tantyarak hem kiigiik hem de biiyilk nesnelerde tespit dogrulugunu
artirmaktadir. Bu mimari iyilestirmeler sayesinde YOLOv9, YOLOvS8’e
kiyasla mAP degerlerinde yaklasik %3—5 oraninda artis saglarken,
hesaplama maliyeti agisindan da dengeli bir yap1 sunmaktadir.

YOLOvVI1 modeli ise 2025 yil1 itibartyla yayimlanmis olup Ultralytics
tarafindan gelistirilen en giincel YOLO siirtimiidiir (Ultralytics, 2025).
Model, improved feature pyramid (IFP) ve dynamic anchor-free detection
head yapilar ile donatilmistir. Bu mimari bilesenler, 6zellikle yiiksek
¢Oztinlirliklii goriintiilerde nesne sinirlariin  daha keskin bigimde
belirlenmesine katki saglamaktadir. Ayrica YOLOv11, gelistirilmis bir
veri On isleme hatt1 (improved preprocessing pipeline) sayesinde kontrast,
glirliltli ve 6l¢ek degisimlerine karsi daha dayanikli bir yapi1 sunmaktadir.
Bununla birlikte, artan mimari karmasiklik ve parametre sayisi, modelin
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egitim siiresinin YOLOV9’a kiyasla daha uzun olmasina neden olmustur.

Sonug olarak, YOLOV9 modeli dogruluk ve hiz agisindan daha dengeli
bir performans sunarken, YOLOvV11 modeli 6zellikle yiiksek ¢6ziintirliiklii
sahnelerde daha net ve hassas tespitler gergeklestirmistir. Ancak
YOLOvVI1’in daha uzun egitim siiresi ve yiliksek model karmasiklig1 g6z
onlinde bulunduruldugunda, ger¢ek zamanli drone tespiti uygulamalari
icin YOLOV9’un daha uygun bir alternatif oldugu degerlendirilmektedir.

Tablo 3. YOLOV9 ve YOLOvI11 modellerinin karsilagtirmali 6zellikleri 6zetlenmistir

Ozellik YOLOV9 YOLOvI11

Cikis Yili 2024 2025

Ana Yenilik PGI ve GELAN modiilleri | IFP ve Dynamic Head
Model Karmasikligi Orta Yiiksek

Egitim Sturesi Daha kisa Daha uzun

Kiigiik Nesne Tespiti | Basarili Orta duizey

Biiyiik Nesne Tespiti | Dengeli Cok basarilt

Gorsel Keskinlik Normal Yiiksek

Genel mAP ~0.71 ~0.69

Bu ¢alismada YOLOVS, YOLOV9 ve YOLOv11 modelleri; ayni1 Drone
Detection veri seti ve ayn1 egitim hiperparametreleri (100 epoch, 640%640
girig ¢oziintrliigli ve batch size 16) kullanilarak egitilmistir. Elde edilen
sonuglar; ortalama kesinlik degerleri (mAP@50 ve mAP@50-95),
kesinlik (precision), geri ¢agirma (recall) ve kayip (loss) metrikleri
acisindan karsilastirmali olarak degerlendirilmistir.
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Model mAP@50 19\45ap@50— Precision | Recall | Epoch | Not

YOLOVS | 0.89 0.68 0.91 087 | 100 | Deneeli
performans

YOLOV9 | 091 0.71 0.92 089 | 100 | Enyuksek
dogruluk
Daha belirgin
tespit fakat

YOLOv11 | 0.88 0.69 0.90 0.85 100 o
daha diisuik
mAP

Elde edilen sonuglara gére YOLOV9 modeli, diger siiriimlerle
karsilagtirildiginda en yliksek mAP@50-95 (0.71) ve precision (0.92)
degerlerine ulasmistir. YOLOVS modeli ise daha dengeli bir performans
sergileyerek hem precision hem de recall metriklerinde tutarli sonuglar
ortaya koymustur. YOLOv11 modeli, gorsel tespit ciktilarinda daha
belirgin ve keskin sonuglar iiretmis olmasina ragmen, genel dogruluk
metriklerinde kismi bir diisiis gdzlemlenmistir.

YOLOV9 modeli hem dogruluk hem de ortalama kesinlik (mAP)
degerleri agisindan en yliksek performanst sergilemistir. Bu durum,
modelin 6zellik ¢ikarimi (feature extraction) ve ¢ok 6lcekli nesne tespiti
(multi-scale detection) yeteneklerinin 6nceki YOLO stirtimlerine kiyasla
daha etkili olmasindan kaynaklanmaktadir. YOLOvVS modeli, daha kisa
egitim siiresi ve dengeli performans profili ile 6zellikle ger¢cek zamanli
(real-time) uygulamalar i¢in uygun bir se¢enek olarak one ¢ikmaktadir.
YOLOvI1 modeli ise daha keskin sinir kutular1 (bounding boxes)
liretmesine ragmen, daha uzun egitim siiresi ve gorece diisiik genelleme
performansi nedeniyle diger iki modele kiyasla daha sinirli bir performans
sunmustur.

Bu bulgular, YOLO mimarisinin geligsen siirlimlerinin drone tespiti
performans: tizerindeki etkisini agik¢a ortaya koymaktadir. Ozellikle
YOLOV9 modeli, yiiksek dogruluk ve gii¢lii genelleme yetenegi sayesinde
insansiz hava araci tespiti ¢alismalarinda giivenilir ve etkili bir referans
model olarak degerlendirilebilir.
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SONUC VE ONERILER

Bu ¢alismada, drone tespiti problemi kapsaminda YOLOvVS, YOLOV9
ve YOLOv11 modelleri ayn1 veri seti ve benzer egitim kosullar1 altinda
karsilagtirmali olarak degerlendirilmistir. Calismanin temel amaci, farkl
YOLO siirtimlerinin performanslarini1 analiz ederek drone tespiti i¢in en
uygun modeli belirlemektir. Elde edilen sonuglar, YOLOvV9 modelinin
hem genel dogruluk hem de ortalama kesinlik (mAP) degerleri agisindan
en yliksek performansi sergiledigini gostermektedir. YOLOvVE modeli,
egitim siresinin kisaligi ve model kararliligi acgisindan dengeli sonuglar
tiretmis ve Ozellikle ger¢ek zamanli uygulamalar i¢in uygun bir se¢enek
olarak 6ne ¢ikmistir. YOLOV11 modeli ise daha belirgin ve keskin nesne
tespitleri gerceklestirmesine ragmen, daha uzun egitim siiresi ve gorece
disik mAP degerleri nedeniyle genel performans bakimindan sinirh
kalmastir.

Bu bulgular, YOLO mimarilerinin stirimler arasindaki evriminin drone
tespiti performansi tizerinde dogrudan etkili oldugunu ortaya koymaktadir.
Sonug olarak, YOLOvV9 modeli hem dogruluk hem de genelleme yetenegi
acisindan drone tespiti uygulamalar1 i¢in en uygun aday model olarak
degerlendirilmektedir.

Elde edilen sonuglar, YOLO tabanli drone tespit modellerinin farkli
uygulama alanlarinda etkin bir sekilde kullanilabilecegini gostermektedir.
Bu modellerin potansiyel kullanim alanlar1 asagida 6zetlenmistir: askeri ve
giivenlik uygulamalarinda yetkisiz drone girislerinin erken tespiti ve hava
sahast giivenliginin saglanmasi; hava trafigi izleme sistemlerinde
drone’larin diger hava araglariyla etkilesiminin izlenmesi ve olasi ¢arpisma
risklerinin Onlenmesi; kurtarma ve afet yonetimi senaryolarinda hava
goriintiileri {izerinden hizli arama—kurtarma faaliyetlerinin desteklenmesi
ve afet bolgelerinde durum analizi yapilmasi; endiistriyel denetim
uygulamalarinda ise {iretim tesisleri, enerji hatlar1 ve kritik altyap:
bolgelerinde drone destekli izleme ve bakim siire¢lerinin otomasyonu.

Gelecek calismalarda, model performansini ve uygulama kapsamini
artirmak  amaciyla cesitli gelistirmelerin ~ gergeklestirilmesi
planlanmaktadir. Bu kapsamda, farkli agilar, 1s1k kosullar1, sehir ortamlari
ve gece c¢ekimlerini igeren daha genis ve c¢esitli veri setlerinin
kullanilmasiyla ~ modelin ~ genelleme  kabiliyetinin  artirilmasi
hedeflenmektedir. Ayrica transfer learning, pruning ve quantization gibi
model optimizasyon teknikleri uygulanarak daha hafif, daha hizli ve
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donanim dostu modellerin gelistirilmesi planlanmaktadir. Bunun yani sira,
NVIDIA Jetson veya Raspberry Pi gibi gomiilii sistemler {izerinde gergek
zamanli uygulamalarin test edilmesiyle modelin saha kosullarindaki
performansinin degerlendirilmesi amaglanmaktadir. Son olarak, video
tabanli analizler ile ¢oklu drone takibi (multi-drone tracking)
gerceklestirebilen  sistemlerin  gelistirilmesi, hareketli sahnelerde
eszamanli drone tespiti ve takibine olanak saglayacak 6nemli bir arastirma
yonii olarak 6ne ¢ikmaktadir.
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BOLUM 6

YAPAY ZEKA DESTEKLIi AKILLI HASTA
IZLEME VE UYARI SISTEMIi

Hakan Terzioglu® Eda COSAR** Abdullah Cem AGACAYAK***

GIRIS

Diisme, 6zellikle yash bireyler i¢in ciddi yaralanmalara, uzun siireli
hastane yatiglarina ve yasam kalitesinde diisiise neden olabilen en riskli
olaylardan biridir. Siirekli biiyliyen yash niifusla birlikte diisme tespit
sistemlerinin gelistirilmesine duyulan ihtiya¢ giderek artmaktadir (Nyan
vd., 2020). Diinya Saglik Orgiitii’ne gére 65 yas ve iizeri kisilerin %28—
35’1 her yil diismekte, bu oran 70 yas iizerindeki bireylerde %32—42’ye
ylikselmektedir. Yasa bagli biyolojik degisiklikler diisme riskini artirmakta
ve buna bagli yaralanmalarin toplum saghigi lizerindeki etkisi giderek
agirlasmaktadir. Eger 6nleyici sistemler yayginlasmazsa, diisme kaynakli
yaralanmalarin 2030 yilina kadar iki katina ¢ikacagi ongoriilmektedir
(Nyan vd., 2020). Bu nedenle diismeleri erken algilayarak hizli miidahale
imkan1 sunan teknolojik ¢ozlimler giiniimiizde zorunlu bir ihtiya¢ haline

* Dr. Ogr. Uyesi, Selguk Universitesi, Teknoloji Fakiiltesi, Elektrik-Elektronik
Miihendisligi Boliimi, Konya, hterzioglu@selcuk.edu.tr, ORCID: 0000-0001-
5928-8457

" Lisans Ogprencisi, Selguk Universitesi, Teknoloji Fakiiltesi, Bilgisayar
Miihendisligi Boliimii, Konya, 223311083@ogr.selcuk.edu.tr, ORCID: orcid.org/
0009-0004-6903-88134

** Ogr. Gor. Dr., Konya Teknik Universitesi, Teknik Bilimler MYO, Elektrik ve
Enerji Boliimii, Konya, acagacayak@ktun.edu.tr, ORCID: orcid.org/0000-0002-
9285-5764

68



gelmistir.

Ozellikle yasli bireyler ve hareket kisithilig1 olan hastalar igin diisme
olaylari, hayati risk tasiyan ve hizli miidahale gerektiren durumlardir. Bu
risklerin minimize edilmesi amaciyla gelistirilen akilli izleme sistemleri,
hastalarin hareketlerini siirekli analiz ederek olasi kaza anlarini tespit
etmektedir. Bu sistemlerin temelini olusturan derin Ogrenme (deep
learning) mimarileri, karmasik video verilerinden hastanin durus ve
hareket kaliplarin1 6grenerek yiiksek dogruluklu uyarilar {iretir (Civcik &
Kholdorov, 2024). Derin 6grenme yontemleri, geleneksel esik tabanli
sensorlerin aksine, ¢evresel faktorlerden etkilenmeden daha giivenilir
sonuglar sunmaktadir (Civcik & Kholdorov, 2024).

Sistemin goriintlileri isleme ve hastanin pozisyonunu tanimlama
basarisi, kullanilan matematiksel algoritmalarin etkinligine baghdir.
Matematiksel yapiya dayali oriintii tanima yontemleri, hastanin iskelet
yapisinin dijital ortama aktarilmasinda ve "diisme" eyleminin normal
hareketlerden ayirt edilmesinde kritik bir rol oynar (Civcik, 2024). Ayrica,
hastane odalarindan gelen yliksek ¢oziintirlikklii goriintii  akisinin
gecikmesiz islenebilmesi ic¢in yapay sinir aglarinda FFT tipli
algoritmalarin gerceklestirilmesi gibi yontemler, sistemin gercek zamanli
yanit verme kapasitesini artirmaktadir (Allahverdi vd., 1994).

Bu noktada Yapay Zeka Destekli Akilli Hasta Izleme ve Uyar1 Sistemi,
hastanelerde hasta giivenligini artirmak amaciyla gelistirilen yenilik¢i bir
¢oziim olarak One ¢ikmaktadir. Sistem, hastane odalarina yerlestirilen
kameralar aracilifiyla hastalarin hareketlerini ger¢ek zamanli olarak
izlemekte; yapay zeka algoritmalar1 sayesinde diisme, ani kalkis ve diger
riskli durumlar1 tespit ederek saglik personeline aninda bildirim
gondermektedir. Boylece hem olasi kazalarin 6niine gegilmekte hem de
miidahale siiresi kisaltilarak hasta bakiminin etkinligi artirilmaktadir.

Literatiirde diisme algilama yontemleri; sensor tabanli, goriintii isleme
temelli ve derin 6grenme tabanli yaklasimlar olarak ii¢ ana baslik altinda
incelenmektedir. SensOr tabanli sistemler bazi ¢alismalarda %90’1in
tizerinde dogruluk gosterse de sensor yerlesimi, kullanict uyumu ve yanlis
alarm riski gibi sinirliliklara sahiptir (Bourke vd., 2013). Goriintii isleme
tabanli yontemlerde, insan sekli ve hareket ge¢cmisine dayali yaklasimlar
%385’in lizerinde basar1 saglamis (Rougier vd., 2007), CNN temelli
yontemler ise daha yiikksek dogruluk oranlari elde etmistir (Zhang vd.,
2012). Hibrit modeller sensor verilerini video analizleriyle birlestirerek
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tasinabilirlik ve dogruluk agisindan 6nemli avantajlar sunmustur (Nyan
vd., 2020).

Son yillarda derin 6grenme tabanli nesne tespit yontemleri, 6zellikle
YOLO serisi modeller, hizli ¢calismalar1 ve konum tespiti yetenekleriyle
diisme algilama alaninda belirgin bir {istlinliik saglamistir. YOLOvV3 %57
mAP elde ederken (Redmon ve Farhadi, 2018), YOLOvS8 tabanl
yontemlerde diisme tespit basarisinin %80’in {izerine ¢iktig1 gdsterilmistir
(Apaydin vd., 2018). Ayrica Kaggle gibi agik veri setlerinin c¢esitliligi,
Roboflow gibi araglarin etiketleme kolayligi ve Sensors ile IEEE Xplore
gibi kaynaklarda sunulan performans analizleri, modern derin 6grenme
modellerinin ger¢ek zamanli uygulamalarda glivenilir oldugunu
desteklemektedir (Kaggle, 2025; Sensors, 2023; Anonymous, 2017).

Bu calismalarin 1s181nda gelistirilen Yapay Zeka Destekli Akilli Hasta
Izleme ve Uyari Sistemi; diisme ve ani hareketleri ger¢ek zamanli olarak
tespit ederek hastanelerin operasyonel siireclerine katki saglamakta, saglik
personelinin is yiikiinli azaltmakta ve hasta giivenligini artirmaktadir.
Gortintii isleme ve yapay zeka teknolojilerinin entegrasyonu sayesinde
siirecler otomatiklesmekte, kaydedilen veriler ise hasta hareketlerinin
izlenmesi ve degerlendirilmesi i¢in 6nemli bir kaynak olusturmaktadir. Bu
yOniiyle sistem, saglik hizmetlerinin dijital doniisiimiinde gii¢lii bir adim
niteligindedir.

MATERYAL VE YONTEM

Bu calismada gelistirilen sistem, goriintii tabanli nesne tespiti i¢in YOLO
mimarisini  kullanmaktadir. Gorilintli  verilerinin  dznitelik  ¢ikarimi
asamasinda kullanilan evrisimli sinir aglart (CNN), gorsel bilgileri
katmanli yapilar araciligiyla isleyerek diisme anindaki ani form
degisikliklerini  algilar. Literatirde @ CNN mimarilerinin  insan
davraniglarin1 siniflandirmadaki basarisi (6rnegin sigara icenlerin tespiti
gibi ¢aligmalar), bu aglarin hasta izleme sistemlerindeki karmagik hareket
analizlerinde de ne kadar yetkin oldugunu gostermektedir (Civeik, 2022).

Gelistirilen Yapay Zeka Destekli Akilli Hasta Izleme ve Uyar1 Sistemi,

hastane ortamlarinda hasta giivenligini artirmayi amacglayan, kamera

goriintiilerini analiz ederek riskli hareketleri tespit eden bir sistemdir.

Calismanin  gergeklestirilmesinde kullanilan donanim ve yazilim

bilesenleri ile izlenen yontem bu baslik altinda detayli sekilde
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agiklanmustir.
Kullanilan teknolojiler ve araclar

Proje kapsaminda, Kaggle ve Google Fotograflar araciligiyla toplanan
veriler, Roboflow platformunda etiketlendikten sonra Colab ortamina
aktarilmistir. Burada, YOLOv8 modeli i¢in gerekli Kkiitiiphaneler
yuklenmis, veri seti hazirlanmis ve model egitimi baglatilmistir. Egitim
siireci boyunca egitim dogrulugu, kayip oranlar1 (loss values) ve
dogrulama c¢iktilar1 Colab iizerinden izlenmis ve modelin performansi
degerlendirilmistir. Ayrica, egitilen model yine Colab iizerinde gergek
gorlintiilerle test edilmis, sonuglar analiz edilmis ve sistemin dogrulugu
gorsel ciktilarla gozlemlenmistir. Google Colab’in sundugu bu esnek,
erisilebilir ve giiclii altyapi, projenin teknik ilerleyisine biiylik katki
saglamistir.

Python: Veri isleme, model entegrasyonu ve test asamalarinin
ylriitiilmesinde kullanilmistir.

OpenCV: Kamera verisinin alinmasi, goriintiilerin ekranda gosterilmesi
ve gercek zamanl test i¢in kullaniimistir.

Roboflow: Gorsellerin etiketlenmesi, veri artirma (augmentation)
islemleri ve YOLO formatina dontistiiriilmesi i¢in kullanilmaistir.

Google Colab: Model egitimi GPU destegiyle bu platform tizerinden
ylrttilmustir.

YOLOvVS Modeli: Diisme davranisini konum bilgisiyle birlikte tespit
edebilmek amaciyla nesne tespiti modeli olarak tercih edilmistir.
YOLOV8s modeli hiz—dogruluk dengesi nedeniyle secilmistir.

Veri isleme ve analiz yontemleri

Sistemin temel islevselligi, hasta hareketlerini dogru bir sekilde tespit
eden veri isleme ve analiz yontemlerine dayanmaktadir. Bu siire¢ sekil
1’de yalin bir akis semasi ile gosterilmistir. Kameralardan elde edilen
gorlinti  verileri, Roboflow platformu  kullanilarak  6ncelikle
etiketlenmekte ve analiz i¢in uygun hale getirilmektedir.
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KAMERA GORUNTUSU EGITILMIS YOLOV MODELI

: f

- OpenCV
GORUNTU iSLEME ROBOFLOW
‘ Google Colab

(YOLOv8 Egitimi - GPU)
YOLOv8

! |

RISKLi DURUM ANALiZI ———— MODEL EGITiM SURECI

Sekil 1. Sistemin temel akis semasi

Bu siireg, goriintii netligini artirma, giirliltli azaltma ve hareket algilama
icin gerekli ozellikleri ¢ikarma islemlerini igermektedir. Ardindan,
OpenCYV Kkiitliphanesi ile 6n isleme yapilan veriler, YOLOvVS8 nesne tespit
modeli kullanilarak analiz edilmekte ve diisme, ani kalkis gibi riskli
hareketler siniflandirilmaktadir. YOLOvS modeli, hasta hareketlerini
stirekli 6grenerek sistemin dogrulugunu artirmaktadir.

Kaggle platformu, modelin egitimi ve optimizasyonu i¢in kullanilmais,
veri setlerinin yonetimi ve algoritma performansinin degerlendirilmesi bu
platform tizerinden gergeklestirilmistir. Veri isleme siireci hem hizli hem
de hassas bir sekilde ¢alisacak sekilde optimize edilmistir.

Bu béliimde, projenin kamera araciligiyla elde ettigi goriintii verilerinin
yapay zeka modeline nasil hazirlandigi ve modelin bu verileri nasil analiz
ettigi aciklanmustir. Islem siireci 2’teki gorsel icermektedir.

L

Sekil 2. Veri igleme asamalari
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Veri hazirlama

Projenin ilk asamasinda, diisme, yatakta dogrulma, kalkma gibi insan
hareketlerini igeren gorsel ve video verileri Kaggle platformundan ve
Google Gorseller {izerinden toplanmistir. Daha c¢esitli ve dogal veri
olusturmak amaciyla hem Kaggle’dan indirilen videolardan hem de farkli
kaynaklardan temin edilen kayitlar {izerinden Python dili kullanilarak
videolar karelerine ayrilmig, Frameler alinarak gorseller elde edilmistir. Bu
sayede ayni hareketin farkli zaman anlar1 yakalanarak modelin
Ogrenebilecegi ¢ok sayida 6rnek olusturulmustur.

Model gelistirme

Verilerin hazirlanmasinin ardindan, yapay zekd modelinin gelistirilme
siirecine ge¢ilmistir. Bu asamada, hasta hareketlerinin bilgisayar
tarafindan otomatik olarak taninabilmesi hedeflenmistir.

Baglangigta yalmizca smiflandirma  (classification) yontemleri
kullanilmak planlanmistir. Bu yaklasimda her goriintiiye tek bir etiket
atanarak diisme, kalkma, dogrulma gibi davranislarin genel siniflar altinda
taninmas1 amaglanmistir. Ancak yapilan denemeler sonucunda
simiflandirma yontemlerinin 6zellikle birden fazla kisinin yer aldigi
karelerde, ayni anda birden ¢ok hareketin gerceklestigi durumlarda ya da
karede hi¢ insan yokken bu gibi benzer durumlarda yetersiz kaldigi
gOriilmiistiir.

Bu nedenle yalnizca davranigi degil, hareketin gergeklestigi bdlgenin
konumunu da tespit edebilen daha gelismis bir yaklasim olan nesne tespiti
(object detection) yontemine gecis yapilmistir. Boylece sistem sadece
diisme olayini tanimakla kalmamis, ayn1 zamanda bu olayin goriintiide
nerede gerceklestigini de belirleyebilmistir.

Model gelistirme siirecinde, etiketlenmis veriler kullanilarak YOLOv8
tercth edilmis olup egitim siireci Google Colab platformunda
gergeklestirilmistir. Bu platformun sundugu GPU destegi sayesinde model,
biiylik veri kiimeleriyle kisa siirede ve verimli bir sekilde egitilebilmistir.

Model Performans Degerlendirmesi

Modelin egitim siireci tamamlandiktan sonra, performansi cesitli
metriklerle degerlendirilmistir. Bu metrikler arasinda dogruluk orani,
ortalama dogruluk (mAP), kayip fonksiyonlarinin (loss) seyri ve smiflar
arast ayrim bagarisin1 gosteren karigiklik matrisi (confusion matrix) yer
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almaktadir.
Performans Metriklerinin Hesaplanmasi:

Karisiklik matrisini ¢ikariminda 6zellikle ikili (binary) ve ¢ok sinifli
(multi-class) siniflandirmalarda kullanilir. Bu matris, gergek etiketler ile
modelin tahmin ettigi etiketleri karsilastirarak olusturulur (Bilen, B.,
2021).

Karisiklik matrisinin kolay anlasilir bir yapisi vardir. Ikili (Binary)
simiflandirma i¢in 3. sekilde gosterilmistir. Sekil 3’de goriilen matris
sayesinde tahmin edilen degerlerin gercek degerlerle kiyasi
yapilabilmektedir.

GERCEK
X Pozitif Negatif
= Pozitif il Fp
=
T
=
Negatif FN TN

Sekil 3. ikili Siniflandirma i¢in Karisiklik Matrisi

Matris i¢inde verilenler ise, 1: TRUE ve 0: FALSE olacak sekilde,
asagidaki gibidir:
TP (True Positive): 1 olarak siniflandirdigimiz ve gergekten de 1

olan degerlerin sayisidir.

*  FP (False Positive): 1 olarak smiflandirdigimiz fakat gergekte 0
olan degerlerin sayisidir.

* TN (True Negative): 0 olarak siniflandirdigimiz ve gergekten de 0
olan degerlerin sayisidir.

*  FN (False Negative): 0 olarak siniflandirdigimiz fakat gergekte 1
olan degerlerin sayisidir.

Glivenilir dogruluk sonuglari elde etmek i¢in karigiklik matrisi igindeki
degerler kullanilarak bazi 6l¢itimler yapilir. Bu Sl¢timler sekil 4.de detayl
74



bir sekilde gosterilmistir.

Bu ol¢timler Accuracy, Precision, Recall, F-Score, Sensitivity,
Specificity, mAP, IoU formdiilleriyle saglanir.

Model egitimi basariyla tamamlandiktan ve performans metrikleri
olumlu sonuglar verdikten sonra, model gelistirme siirecinin son halkasi
olan model servisi asamasina geg¢ilmistir.

Model servisi

Model servisi asamasi yalnizca teknik bir entegrasyon siireci degil, ayni
zamanda modelin ger¢ek diinya kosullarinda canli olarak test edilmesi,
izlenmesi ve siirdiiriilebilirliginin saglanmasi i¢in de kritik bir rol
oynamaktadir.

Model, test siirecinde gercek verilerle calistirilmis ve gorsel ¢iktilar
tizerinden degerlendirilmistir.

Modelin egitildigi veri setine ek olarak, ilerleyen doénemlerde
toplanacak yeni verilerle modelin diizenli araliklarla giincellenmesi
planlanmaktadir. Bu sayede model, zaman i¢inde daha giincel ve tutarli
sonuglar vermeye devam edebilecektir.

Ilerleyen siiregte bu modeli kullanmak {izere bir mobil uygulama
gelistirilmesi planlanmaktadir. Uygulama araciligiyla modelin sagladigi
tahminlere erisim saglanabilecek ve boylece gelistirilen yapay zeka,
kullanicilar tarafindan daha erisilebilir hale gelecektir.
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PERFORMANS

METRIKLERI | FORMOL SOILABA
PRECISION TP Dogru siniflandirilan verilerin
Tp + Fp oranini verir.
RECALL TP Sadece pozitif degerlerden dogru
TP + EN siniflandirilanlarin oranini verir.
F-SCORE 2 * Precision * Recall | Precision ve Recall degerlerinin
Precision + Recall | harmonik ortalamasini verir.
ACCURACY TP+ TN Degeri ise dogruluk degerinin
TP+FP+TN +FN kendisidir.
v mMAP, modelin basarisini farkli loU
1 x ToU 0.5 esiklerinde hesaplar. Burada loU
MAP@50 N Z AP, (Intersection over Union) esigi 0.5
i=1 yani %50 olarak belirlenir.
Bu, mAP'nin daha siki ve detayli bir
1 i 1o+ | versiyonudur.
AP 4 . s
MAP@50-95 | N . 1 4 ==l loU esikleri 0.5'ten baslayip 0.95'e
AR kadar 0.05 artislarla degerlendirilir:
0.5, 0.55, 0.6, .., 0.95.

Tol7 Tahmin edilen kutu ile ger¢ek kutunun kesigim alam
oU =

Tahmin edilen kutu ile ger¢ek kutunun birlesim alam

Modelin tahmin ettigi kutu (bounding box) ile gercek kutunun (ground
truth) ne kadar ortustugunu olger.

Sekil 4. Model

SONUCLAR VE TARTISMALAR

Yapay zeka destekli bu sistem, hastane ortamlarinda personel
tizerindeki izleme ylikiinli hafifletirken hasta giivenligini en iist diizeye
cikarmaktadir. Sistemden elde edilen yiiksek performans verileri, derin
O0grenme algoritmalarinin veri isleme kabiliyeti ve matematiksel Oriintii
tanima prensiplerinin sistem mimarisine dogru entegrasyonu ile
aciklanabilir (Civcik, 2024; Civcik & Kholdorov, 2024). Sonug olarak, bu
tiir teknolojik ¢oziimlerin saglik sektoriinde yayginlagmasi, diismeye bagl
komplikasyonlar1 azaltmada biiyiik bir potansiyele sahiptir. Proje stireci,
ilk olarak verilerin belirlenmesi ve siniflandirma yaklasimiyla baslamistir.
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Literatiir taramalar1 ve mevcut ¢alismalarin incelenmesi sonucunda, insan
diisme tespiti kapsaminda iki temel smnif olan fall ve notfall kategorileri
belirlenmigstir. Veri toplama asamasinda, Kaggle’dan yapilan arastirmalar
sonucunda iki farkli agik veri setine ulasilmistir. Bunlardan ilki olan “Fall
Elderly People Detection” veri setinden yalnizca fall sinifina ait 200 gorsel
alimmistir, ¢linkii not fall 6rnekleri gergek yasami temsil etmemekteydi.
Ikinci olarak kullanilan “Fall Detection Dataset” veri setinden ise fall ve
not fall siiflarina ait toplam 500 gorsel elde edilmistir. Boylece daha
dengeli ve c¢esitli bir temel veri seti olusturulmustur. Baslangigta, bu veri
setleri kullanilarak bir siniflandirma (classification) modeli gelistirilmis,
her goriintiiniin yalnizca bir etikete karsilik geldigi bir yapi lizerinde
calisilmistir. Ancak yapilan testler ve uygulamalar sonucunda, bu
yontemin pratik senaryolarda yetersiz kaldign goriilmiistiir. Ozellikle
birden fazla kisinin yer aldig1 gériintiilerde, ayn1 anda birden ¢ok hareketin
gergeklestigi sahnelerde ya da goriintiide hi¢ insan bulunmadigi
durumlarda siniflandirma yonteminin dogru sonug¢ veremedigi tespit
edilmistir. Ayrica, bireyin sadece egilmesi veya yerden bir nesne alir gibi
yapmast durumlarinda modelin hatali sekilde fall etiketi {iretmesi,
siniflandirma yonteminin projeye 6zel gereksinimlere cevap veremedigini
ortaya koymustur.

Bu nedenlerle proje, daha islevsel ve detayli analiz sunabilen nesne
tespiti (object detection) yontemine yonlendirilmistir. Bu asamada, eldeki
simnirlt verinin modele yeterli genelleme giicli kazandiramadigi fark
edilmistir. Bunun {izerine, var olan video verileri {izerinden Python
kullanilarak sekil 5’te de goriildiigi gibi frame ¢ikarimi yapilmis, hareket
anlarinin farkli karelerde temsil edilmesi saglanmaistir.

Boylece her diisme olayindan onlarca farkli gorsel elde edilerek veri
seti genisletilmistir. Ayn1 zamanda, bu ardisik framelerin modele
kazandirilmasi, olayin yalnmizca varligi degil, konumu ve zaman i¢indeki
akis1 hakkinda da bilgi sunmasini saglamaistir.
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Sekil 5. Videodan frame ¢ikarimi ve etiketleme gosterimi

Ancak modelin egitimi tamamlandiktan sonra yapilan testlerde, hala
bazi durumlarda istenilen performansin elde edilemedigi gézlemlenmistir.
Ozellikle, insan1 tam olarak algiladig1 durumlarda modelin dogru tahmin
yaptig1 goriilmistiir. Yalnizca insan viicudunun bir kismi1 (6rnegin sadece
bacak ya da {ist govde) goriindiigiinde modelin hatal1 sekilde fall olarak
tespit ettigi goriilmistiir . Bu durumu gozlemlemek ve veri setini bu tiir
orneklerle zenginlestirmek amaciyla, Ozel olarak bir video kaydi
olusturulmus ve bu video kaydini1 yine framelere ayrilarak mevcut veri
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setine dahil edilmistir. Bu sayede, modelin yakin plan veya kismen
goriinen insan figiirlerine karsi da daha saglam tahminler {iretmesi
hedeflenmis ve modelin dogrulugu artirilmstir.

Veri artirma (augmentation) tekniklerinden yararlanilarak, eldeki
gorseller ilizerinde dondiirme, parlaklik degistirme, yakinlastirma gibi
islemler uygulanmigs ve modelin c¢esitli senaryolara uyum saglamasi
hedeflenmistir. Bu sayede hem egitim hem de test asamasinda modelin
genelleme yetenegi artmig ve farkli kosullara karsi daha esnek hale
gelmistir.

Veriler, 840 egitim ve 360 test gorseli olarak ayrilmis ve modelin
performanst hem 6grenme hem de test asamasinda degerlendirilmistir.
Model egitim sonrasinda 6n degerlendirme asamasinda elde edilen
gorseller sekil 6’de verilmistir. Egitim siireci yalnizca tek bir deneyle
sinirlt kalmamis farkli hiperparametreler, 6grenme oranlari ve epoch
sayilar1 denenerek modelin dogrulugunu artirmaya yonelik c¢esitli
denemeler gergeklestirilmistir. Bu siiregte, overfitting (asir1 6grenme) ve
underfitting (yetersiz 6grenme) durumlar1 gézlemlenmistir.

Model gelistirme siirecinde, etiketlenmis veriler kullanilarak YOLOv8
tercih edilmis olup egitim siireci Google Colab platformunda
gergeklestirilmistir. Bu platformun sundugu GPU destegi sayesinde model,
biiylik veri kiimeleriyle kisa siirede ve verimli bir sekilde egitilebilmistir.

Sekil 6. Model egitim sonrasi 6n degerlendirme ¢iktilari

Model egitimi sirasinda kullanilan temel parametreler sunlardir:

*  YOLOV8s modeli tercih edilmistir. Bu model, hiz ve dogruluk
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acisindan dengeli bir yap1 sunmaktadir. Daha gii¢lii ihtiyaglar i¢in yolov8m
veya yolov8l versiyonlar1 da tercih edilebilmektedir.

« Egitim verisi, Roboflow platformu {izerinden hazirlanmis ve
gerekli data.yaml dosyasi ile modelin egitimine entegre edilmistir.

Model, 50 epoch boyunca egitilmistir. Epoch sayisi, modelin
veriyi ka¢ kez tekrar ederek ogrendigini gosterir ve genellikle dogrulukla
dogrudan iligkilidir.

*  Gorsellerin giris boyutu 640x640 piksel olarak belirlenmistir. Bu,
modelin hem hizint hem de dogrulugunu etkileyen onemli bir
parametredir.

»  Egitim sirasinda kullanilan batch size 16 olarak ayarlanmistir. Bu
deger, GPU kapasitesine gore degistirilebilir.
Egitim i¢in yazilan kod sekil 7°de gosterilmektedir.

(’ from ultralytics import YOLO

model = YOLO{"yolovEs.pt™)

results = model.train
data="/content/guncelDataset/data.yaml",
epochs=58,
imgsz=648,
batch=16,
name="roboflow yolovd model”

Sekil 7. Model egitimde kullanilan python kodu

Modelin son egitiminden elde edilen sonuglar genel anlamda basarili
bulunmustur. Ozellikle nesne tespiti gérevinde, hastanin zemine diisme
durumlarinin biiylik ¢ogunlugu dogru sekilde tanimlanabilmistir. Bununla
birlikte, zeminle kiyafet renginin benzer oldugu veya 1sik kosullarinin
yetersiz kaldig1 sahnelerde modelin biiyiik oranla dogru ¢alistig sekil 8°de
goriildiigii tizere gézlenmistir. Bu da daha gesitli ve dengeli bir veri seti ile
modelin yeniden egitilmesinin gerekliligini ortaya koymustur.
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Sekil 8. Basarili model test asamasi

Bu genel gozlemlerin Stesinde, modelin performansi ¢esitli metrikler
ile sayisal olarak da degerlendirilmistir. Egitimin farkli evrelerinde elde
edilen dogruluk orani, mAP degerleri, kayip fonksiyonlar1 ve karigiklik
matrisi, modelin glivenilirligini ortaya koymaktadir.

Model performans metrikleri sonuclari

Modelin egitimi sonrasinda yapilan degerlendirmelerde, modelin
dogrulugu, giivenilirligi ve genelleme yetenegi ¢esitli metrikler ve gorsel
analizler iizerinden incelenmistir. Bu performans degerlendirmeleri, fall ve
not fall siniflarini ne derece dogru tespit ettigini ve egitim siirecinde hangi
diizeyde 6grenme saglandigini gostermektedir.

Sekil 9°de yer alan karisiklik matrisi, modelin siniflar arasi ayirt etme
performansini gostermektedir. Fall sinifi, %87 oraninda, Not fall sinifi,
%74 dogrulukta, Background smifi ise %73 oraninda dogru tahmin
edilmistir.
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Sekil 9. Egitlmis Modelin karigiklik matrisi

Egitim iki simf tzerinden yapilandirilmis olsa da object detection
modellerinin yapisi geregi arka plandaki etiketlenmemis alanlar
"background" olarak degerlendirilmis ve modelin bu bolgeleri yanlislikla

bir sinifla eslestirmemesi saglanmistir. Bu nedenle karisiklik matrisi {i¢
sinif olarak gosterilmistir.

Alt kisimda yer alan performans egrileri, modelin her bir sinifa verdigi
kararlarin giiven skoruna (confidence) bagli olarak nasil degistigini ortaya
koymaktadir.

Bu kapsamda modelin tahmin ettigi pozitif siniflarin ne kadarinin
gercekten dogru oldugunu gosteren precision degeri yaklasik %80’e
ulagmistir. Benzer sekilde, modelin yakalayabildigi ger¢ek pozitif oranini
gosteren recall degeri de %80 civarindadir. Bu, modelin hem yiiksek
dogrulukla tahmin yaptigin1 hem de diisme gibi olaylar1 ¢ogunlukla
tamamlayabildigini gostermektedir. Sonug¢ olarak, gelistirilen bu sistem,
hastane ortamlarinda giivenilir bir otomatik diisme tespit araci olarak
kullanima hazir hale getirilmis ve gelecekte daha genis veri kiimeleri ile
egitilerek performansinin daha da iyilestirilebilecegi ortaya konmustur.
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BOLUM 7

YOLO ALGORITMALARI

Beyzanur Oziitemiz"*

GIRIS

Son yillarda nesne tespiti, bilgisayarla gérme ve otonom sistemlerde en
kritik bilesenlerden biri haline gelmistir. Bu baglamda, “You Only Look
Once” (YOLO) algoritmalari, derin 6grenmeye dayali, tek asamali nesne
tespiti mimarileri olarak gercek zamanli performansi, diisiik hesaplama
maliyeti ve yiiksek dogrulugu bir arada sunmalariyla 6ne ¢ikmaktadir. i1k
kez 2016 yilinda Joseph Redmon ve ekibi tarafindan gelistirilen YOLOvI
modeli, konvoliisyonel sinir aglarini (CNN) dogrudan smiflandirma ve
konum tahmini i¢in entegre ederek, nesne tespiti problemini bastan
tanimlamistir.

Zamanla YOLO mimarileri, her bir siirlimde yeni teknik kazanimlar
elde ederek evrimlesmistir. YOLOv2 ile daha yiiksek ¢oziiniirliik,
YOLOV3 ile ¢ok olgekli tespit, YOLOv4 ile modern backbone ve
aktivasyon fonksiyonlari, YOLOvS5 ile modiler PyTorch yapisi,
YOLOvV6-8 ile anchor-free tasarimlar, veri artirma, Transformer bloklari
ve neural architecture search (NAS) gibi yenilikler entegre edilmistir. 2024
itibariyle duyurulan YOLOVO9 ise veri verimliligi, model sikistirma ve
coklu gorev destegi ile 6ne ¢ikmaktadir. Bu baglamda, YOLO ailesi nesne
tespitinde hiz-dogruluk-bellek maliyeti {icgeninde ideal dengeyi kurmay1

* Lisans Ogrencisi, Selcuk Universitesi, Teknoloji Fakiiltesi, Bilgisayar
Miihendisligi Boliimii, Konya, beyza.nur.ozutemiz@gmail.com, ORCID: 0009-
0002-1353-1356
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amagclayan, endiistriyel ve akademik uygulamalarda yaygin kullanilan bir
algoritma ailesi olmustur.

Bu c¢alisma, YOLO algoritmalarmin siirtimlerini kronolojik sirayla
(YOLOvI-YOLOV9) teknik detaylariyla birlikte inceleyerek her bir
stirimiin mimari farklarini, performans degerlendirmelerini ve kullanim
senaryolarini karsilastirmali olarak analiz etmeyi amaglamaktadir.

YOLO Algoritmasi Nedir?

Nesne tespiti, bilgisayarla géorme (computer vision) alaninin temel
konularindan biridir. Bir goriintiideki nesneleri sadece gérmekle kalmayip,
onlar1 siniflandirmak (6rnegin “araba”, “insan”, “kedi”) ve yerlerini
belirlemek (goriintii {izerindeki koordinatlartyla) de hedeflenir. Iste bu
islemi hizli ve dogru sekilde yapabilen algoritmalara “nesne tespit
algoritmalar1” denir. Bu algoritmalar sayesinde bir kamera goriintiistinde
kag¢ insan oldugunu sayabilir, bir trafik kamerasi ile araglari takip edebilir,
ya da bir [HA kamerasiyla hedefleri isaretleyebilirsiniz. YOLO, yani “You
Only Look Once”, bu alandaki en etkili ve en yaygin kullanilan nesne tespit
algoritmalarindan biridir. Adi iistiinde: Sadece bir kez bakarak goriintiideki
tiim nesneleri hem tanir hem de yerlerini belirler.

Goriintii tabanli hedef tespiti alaninda gercek zamanlilik ihtiyaci, tek
asamali (one-stage) derin Ogrenme mimarilerinin yayginlagsmasini
hizlandirmistir. Bu baglamda YOLO (You Only Look Once) algoritmalari,
girig gorunttisini dogrudan grid yapisina ayirarak eszamanli olarak sinif
ve konum tahmini yapmalariyla 6n plana ¢ikmaktadir. Algoritmanin ilk
stirimiinden itibaren hiz ve dogruluk performansi siirekli gelistirilmis,
ozellikle YOLOv4 ve YOLOv7 siriimleri savunma teknolojilerinde
siklikla referans alinmistir (Bochkovskiy vd., 2020; Wang vd., 2023).

YOLO Algoritmalarinin Tarihsel ve Yapisal Evrimi

Nesne tespiti algoritmalarinin temelini olusturan yapay sinir aglarinda,
Hypercube FFT tipi algoritmalarin gercgeklestirilmesi gibi karmasik
hesaplama yontemleri sistem performansini dogrudan etkilemektedir
(Allahverdi vd., 1994). Derin 6grenme algoritmalari, sadece nesne tespiti
ile sinirli kalmay1p gida sektoriinde kalite kontrol siireglerinde de etkin bir
sekilde kullanilmaktadir. Ornegin, biskiivi kalite siniflandirmasinda derin
o0grenme modelleri yliksek basar1 gostermistir (Kile1 vd., 2025). Derin
O0grenme modellerinin 'kara kutu' yapisini ¢6zmek amaciyla kullanilan
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Grad-CAM gibi agiklanabilir yapay zeka (XAI) ¢ergeveleri, modellerin
gorsel veriler {izerinde hangi bolgelere odaklandigini gostererek
siniflandirma kararlarinin giivenilirligini pekistirmektedir (Aras vd.,
2025). Goruntli tabanli nesne tespiti, klasik bilgisayarla gorme
yontemlerinden derin 6grenmeye gegiste biiyiik bir sigrama yasamistir. Bu
doniistimiin en 6nemli kilometre taglarindan biri, Redmon ve arkadaslar1
tarafindan gelistirilen YOLO (You Only Look Once) algoritmasidir
(Redmon vd., 2016). YOLO gibi hizli tespit sistemlerinin yani sira, atik
yonetimi ve geri doniisiim verimliligi i¢in derin 6grenme modellerinin Gri
Kurt Optimizasyonu (GWO) gibi meta-sezgisel algoritmalarla optimize
edilmesi, siniflandirma dogrulugunu 6nemli Sl¢iide artirmaktadir (Eryesil
& Tasdemir, 2023; Eryesil vd., 2025). YOLOvI, 1zgara tabanli tespit
mantigiyla tek asamali (one-stage) mimariyi ortaya koyarak hem sinif hem
konum bilgisini ayni ag lizerinden ¢ikarmay1 miimkiin kilmistir. Bu yapisal
devrim, yiliksek hiz ve diisikk donanim gereksinimi sayesinde gercek
zamanli uygulamalarin  Oniini  a¢gmustir. Ancak kiiglik nesne
performansindaki zayiflik ve aymi grid hiicresinde birden fazla nesne
oldugunda yasanan sinirlamalar, sonraki siirtimlerin gelistirilmesine neden
olmustur. Gorsel veriler tizerinden gerceklestirilen tespit ¢alismalarinda,
derin 6grenme ve evrisimli sinir aglart (CNN) kullanimi; sigara igenlerin
tespiti gibi spesifik siniflandirma gorevlerinde yiiksek dogruluk
saglamaktadir (Civcik, 2022). Benzer sekilde, tibbi goriintiiler {izerinde
mikrokalsifikasyonlarin tespiti i¢in gelistirilen ALIE gibi goriinti
iyilestirme yontemleri ve bulanik mantik tabanli boéliitleme teknikleri,
karmasik veri setlerinde nesne belirginligini artirmaktadir (Civcik vd.,
2010; Civcik vd., 2015).

MALZEMELER VE YONTEM
YOLO Nasil Cahsir?

YOLO’nun temel prensibi, bir goriintliyli grid (1zgara) yapisina boliip,
her hiicreye “burada nesne var mi?”, “hangi nesne?” ve “nerede?”
sorularini sormaktir. Bu yaklasim, dnce nesne olup olmadigini anlamaya
calisan klasik yontemlerin aksine, her seyi tek bir seferde (tek bir sinir
agiyla) hesaplayarak zaman kazandirir. YOLO modeli, bir konvoliisyonel
sinir ag1 (CNN) ile goriintiiyti isler:

e Gorintiiyll grid’lere boler (6rnegin 13x13)

e Her grid hiicresi i¢in birden fazla sinirlayici kutu (bounding box)
ve her kutu i¢in bir “giliven skoru” iiretir
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e Ayni anda smif tahmini (ne tiir nesne oldugu) ve konum bilgisi
verir

Bu o6zellikleriyle YOLO, hem hizli hem de donanim ag¢isindan verimli bir
sistem sunar.

YOLOV1 Algoritmasi ve Literatiirdeki Uygulamalar

YOLOv1 algoritmasi, nesne tespitinde geleneksel iki asamali
yaklagimlar1 tamamen doniistiirerek “tek bakista” (you only look once)
cikarim fikrini hayata gecirmistir. Redmon ve arkadaslar1 tarafindan
geligtirilen bu yap1 (Redmon vd., 2016), sinir agina girig goriintiisiinii bir
grid’e bolerek her hiicreden sinirlayict kutu (bounding box) ve smif
tahmini yapilmasina olanak saglar. Bu béliimde, YOLOvI’in mimari
yapisi, avantajlari, sinirliliklar: ve uygulama alanlari tizerine bes akademik
calismaya dayali sistematik bir degerlendirme sunulmustur.

YOLO’nun Temelleri

YOLOv1’in 0zglin makalesi olan bu ¢alismada, 24 katmanl
konvoliisyonel bir yap1 kullanilarak tek seferde nesne tespiti ve
siniflandirmasi gergeklestirilmistir. 448x448 ¢oziindrliikteki girisler, 7x7
grid yapilarina ayrilmis ve her grid hiicresi 2 kutu tahmini ile sinif olasilig
tiretmistir. Model, VOC 2007 veri setinde 45 FPS hiza ulasmis ve %63.4
mAP basaris1 gostermistir. (Redmon vd., 2016). Sekil 1°de algilama
agimizin mimarisi goriilmektedir.

YOLO Architecture
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Maxpool layer Maxpool Layer
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Sekil 1. Algilama agimizin mimarisi, 24 evrisimsel katmandan ve ardindan 2 tam
baglantili katmandan olugsmaktadir. Bu katmanlar birbirini takip etmektedir.1x1Evrisimsel
katmanlar, 6nceki katmanlardan gelen 6zellik uzayini azaltir. Evrisimsel katmanlari,
ImageNet siniflandirma gorevinde yar1 ¢oziintirliikte 6nceden egitiyoruz (224x224Girig
goriintiisiinit) ve ardindan algilama i¢in ¢6zuiniirligi iki katina ¢gikarim.
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YOLOVvV!I’in Giivenlik Sistemlerindeki Performansi

Bu ¢alismada YOLOVI, giivenlik kameralar1 araciliiyla insan ve tasit
tespiti amaciyla test edilmistir. Arastirmada, geleneksel Viola—Jones
yontemiyle karsilastirildiginda YOLO’nun sahne genelindeki tutarliligi
koruyarak daha az yanlis pozitif (false positive) irettigi goriilmistiir.
Ozellikle hareketli sahnelerde %22 daha yiiksek tespit basarisi
kaydedilmistir. (Alshammari vd., 2017).

YOLOV1 ile Tibbi Goriintii Analizi

YOLOVI, bu ¢alismada akciger rontgen goriintiilerinden tiimdr tespiti
amaciyla kullanilmistir. Model, orijinal haliyle kii¢iik nesnelerde yetersiz
kalmis; ancak yazarlar giris ¢oziiniirliiglinii artirarak ve loss fonksiyonunu
modifiye ederek basar1 oranini %68’e ylikseltmistir. Bu da YOLOvVI’in tip
gibi hassas alanlara 06zel uyarlamalarla entegre edilebilecegini
gostermektedir. (Singh vd., 2018).

YOLOvVY’in Trafik Takibi Senaryolarinda Testi

YOLOVI, bu ¢alismada sehir i¢i trafik goriintiilerinden arag tespiti ve
siniflandirmasi i¢in uygulanmistir. YOLOv1’in hiz avantaji sayesinde
gergek zamanli veri akislarinda %82 tespit oranina ulastig1 bildirilmistir.
Ancak kiictik aaclarin (bisiklet, motosiklet) tespitinde basarinin %55'e
distiigii belirtilmistir. (Oliveira vd., 2017).

YOLOv1'in Mobil Uygulamalardaki Performansi

Mobil islemciler (Snapdragon 820) iizerinde calisan bu g¢alismada,
YOLOvVI’in Android tabanli cihazlarda nasil c¢alistig1 test edilmistir. 30
FPS ile akic1 ¢ikarim yapilabildigi, ancak bellegi diisiik cihazlarda gegici
yavaslamalar yasandigi belirtilmistir. Bu makale, YOLOvV1’in gomiilii
sistemlerde uygulanabilirligini ilk ortaya koyan deneysel calismalardan
biridir. (Chen vd., 2018).

Tablo 1. YOLOv1 Uzerine Karsilastirmal Analiz Tablosu

Makale mAP

No Uygulama Alani Veri Seti (%) FPS  One Cikan Ozellik
[1] Genel Nesne Tespiti VOC 2007 634 45 [k 6zgiin mimari

N . CCTV - i
[2] Giivenlik Kamerasi Dataset 662 42 Diigiik false positive

[3] Tibbi Goriintiilleme  ChestX-ray  68.0 30 Modifiye loss fonksiyonu
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Hizli ancak kiigiik nesne

[4] Trafik Takibi TrafficCam  59.0 48
zayif
Mobil Cihaz - . .
[5] Uygulamast Ozel veri 58.1 30 Android uyumluluk

YOLOVI, nesne tespitinde temel yapisal doniislimii baslatan bir mimari
olarak literatiirde 6nemli yer edinmistir. Ancak her uygulama alaninda
dogrudan ideal ¢6zlim olamamus, belirli sinirlamalarla karsilasiimistir.
Ozellikle kiiciik nesne tespiti, coklu nesne yogunlugu ve sinirli donanim
gibi durumlar i¢in mimaride 6zel degisiklikler yapilmasi gerekmistir. Bu
nedenle, YOLOV2 ve sonrasi siirimler bu temel {izerine insa edilmis,
sorunlar1 hedefleyerek gelismistir.

YOLOVvV2: Daha Derin, Daha Hizli, Daha Genis

YOLOV2, nesne tespitinde hem mimari hem de islevsel acidan
YOLOvI’in eksikliklerini dogrudan hedef alarak gelistirilmis,
YOLOvI’in stlinde c¢alisarak daha gelismis versiyonu olarak
sunulmustur. Cok smifli ve ¢ok Slgekli tespitlerde dnemli basarilar elde
etmistir. “YOLO9000” adiyla da anilan bu siiriim, Darknet-19 adl1 yeni bir
ag yapisi kullanarak hem daha hizli hem de daha dogru ¢ikarim saglamis;
9000 simf {izerinde egitim yapilabilmesini miimkiin kilan WordTree
siniflandirma yapisim igermistir. (Redmon & Farhadi, 2017). Ozellikle
anchor box sistemine ge¢ilmesi, konum tahminlerinin daha isabetli
olmasini saglamistir. Asagida bu siiriime dair akademik ¢alismalara dayali
incelemeler sunulmustur.

YOLQO9000 — Cok Siifli Nesne Tespiti

YOLOV2’nin tanitildig1 bu 6zgiin ¢alismada, siniflandirma ve tespitin
birlikte 6grenildigi bir yap1 6nerilmis; ImageNet ve COCO veri kiimeleri
eszamanlt kullanilmigtir. Anchor boxes ile yapilan ¢ikarimlar, dnceki
modele gore daha stabil hale gelmis ve yeni ag yapis1 (Darknet-19), %78
mAP degeri ve 67 FPS ile basarili sonuglar vermistir. (Redmon & Farhadi
2017).

YOLOV2 ile Drone Goriintiilerinde Nesne Tespiti

Zhang ve arkadaslari, YOLOV2’yi insansiz hava araglarindan elde
edilen goriintiilerde ara¢ ve insan tespiti amaciyla kullanmis; sonuglari
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SSD ve Faster R-CNN ile karsilastirmistir. YOLOv2’nin %9 daha hizh
calistign ve yiiksek irtifali goriintiilerde %15 daha fazla tespit yaptigi
raporlanmistir. (Zhang vd., 2018).

YOLOV2 ile Akilhh Tarim Uygulamasi

Bu ¢aligmada YOLOV2, tarla goriintiilerinde zararl hasere tespiti i¢in
kullanilmigtir. Model, geleneksel SVM ve CNN tabanli siniflandiricilarla
karsilastirildiginda %12 daha yiiksek dogruluk ve 4 kat daha hizli ¢ikarim
sunmustur. Arastirmacilar, anchor sayisinin artmasinin dogrulugu olumlu
etkiledigini vurgulamistir. (Rahman vd., 2019).

YOLOV2 ile Denizcilik Sektoriinde Nesne Tespiti

YOLOV2, agik deniz liman goriintiilerinde gemi, konteyner ve ving gibi
nesnelerin tespiti i¢in test edilmistir (Sekil 2). Model, diistik 151k ve sisli
ortamlarda dahi yiiksek bagar1 saglamistir. Diger modellerin aksine
YOLOV2, gece goriintiilerinde %72 dogrulukla calisabilmistir. (Kim vd.,

2019).
YOLO D Decode |
= Network m Predictions

Feature Map -
Predictions

Sekil 2. YOLO v2 modeli nesne detektorii

YOLOV2 ile Ger¢ek Zamanh Sanayi Denetimi

Sanayi tiretim hattinda YOLOV?2 ile kalite kontrol yapilmistir. 60 FPS
hizda ¢alisan sistem, tiretim hatasindaki kii¢iik nesneleri %82 dogrulukla
tespit etmistir. Modelin anchor-box parametrelerinin {iretim tipine gore

optimize edilmesi gerektigi vurgulanmistir (Gonzalez vd., 2020).
Tablo 2. YOLOv2 Uzerine Karsilastirmali Analiz Tablosu

Makale mAP g One Cikan
No Uygulama Alani (%) FPS Veri Seti Ozellik
WordTree,
[6] Genel Nesne Tespiti 78.6 67 COCO + anchor box
ImageNet
yapist
[7] Drone Goriintiileri 720 62 UAV- Yiiksek irtifa
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VisDrone basarimi

Hizli ¢ikarim,

[8] Tarimsal Zararli Analizi 745 70 PestNet h ...

asere tespiti

[9] Liman Izleme 71.8 59 MarineView Disilk 1sikta
tespit

[10] Sanayi Kalite Kontroli 82,3 60  calbrod - Uretim hattina

Images uyarlanabilir

YOLOV2'nin Mimari Yapisi

Input Image — Convolution (Darknet-19) — Batch Norm — Leaky
ReLLU — Anchor Box Prediction — Class + Box Output

(Redmon&Farhadi (2017)

YOLOvV2, ilk siirlimdeki mimari zayifliklar1 gidererek ¢ok daha
gelismis bir nesne tespiti altyapist sunmustur. Ozellikle anchor box
kullanimi, multi-scale training ve Darknet-19 backbone sayesinde hiz ve
dogruluk arasinda basarili bir denge kurulmustur. Farkl: sektorlerde (tarim,
sanayi, giivenlik, saglik) yliksek performans gostermesi, bu siirlimiin ne
kadar uyarlanabilir oldugunu kanitlamaktadir. Ancak kii¢clik nesne
tespitinde hala simirli basar1 olmasi, sonraki stirlimler igin itici gli¢
olusturmustur.

YOLOV3: Derinlik, Ol¢eklilik ve Genis Uygulama Alani

YOLOV3, Redmon ve Farhadi tarafindan gelistirilen YOLO serisinin
liclincti biiylik siirtimiidiir. Bu stiriim, derin konvoliisyonel yapi olan
Darknet-53’1 tanitarak 6zellik ¢ikarim giiciinii ciddi 6l¢lide artirmis, ¢ok
Olcekli tahmin yapisiyla kii¢iik nesnelerin tespitinde 6nceki siirlimlere gére
daha basarili hale gelmistir (Redmon & Farhadi, 2018). Ayrica sigmoid
aktivasyon fonksiyonu ve bagimsiz sinif tahminleri ile siniflar arasi ayrim
daha esnek hale getirilmistir. Bu béliimde YOLOv3’iin farkli alanlardaki
uygulamalarina dayanan bes akademik c¢alismanin karsilastirmali analizi
sunulmustur (Sekil 3).
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Sekil 3. YOLO v3 mimarisi
YOLOv3’iin Ozgiin Tanitim

YOLOvV3’iin teknik detaylarinin aktarildigi bu ¢alismada, modelin {i¢
farkli ¢ikis Olgeginde nesne tespiti yaptigi, residual baglantilar igeren
Darknet-53 backbone’u ile daha derin bir 6grenme kabiliyeti sundugu
aciklanmigtir. COCO veri setinde test edilen model, %57.9 AP degerine
ulasmis ve yaklasik 30 FPS ile gercek zamanli ¢ikarim saglamstir.
Ozellikle orta boyutlu nesnelerde yiiksek basar1 kaydedilmistir. (Redmon
& Farhadi (2018).

YOLOV3 ile Yiiz Maskesi Tespiti

COVID-19 pandemisi siirecinde yapilan bu ¢alismada YOLOV3, kamu
alanlarinda yiiz maskesi takip takmadigini tespit etmek i¢in kullanilmistir.
Model, ResNet50 ile karsilastirildiginda hem hiz hem dogruluk agisindan
daha dengeli performans gostermis; %93.4 dogruluk orani ve 23 ms
cikarim siiresiyle edge cihazlarda basariyla ¢alistirilmistir (Loey vd.,
2021).

YOLOV3 ile Ormancihikta Yaban Hayat: izleme

Orman kameralariyla elde edilen gece goriis goriintiilerinde kullanilan
YOLOV3, diisiik kontrastli ve karanlik sahnelerde dahi ayi, geyik gibi
biiylik memelilerin tespitinde basarili sonuglar elde etmistir. Goriintii
kalitesinin diisiik olmasina ragmen mAP degeri %71 in iizerine ¢cikmustir.
Ozellikle multi-scale ¢ikarim sayesinde farkli boyuttaki hayvanlar ayni
anda basariyla algilanmistir. (Lin vd., 2020).
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YOLOVv3 ile Trafik Kazasi1 Risk Analizi

Gergek zamanli sehir kameralar1 tizerinden yiiriitiilen bu calismada,
YOLOV3 ile araglarin hizlari, konumlar1 ve yonleri analiz edilerek trafik
kazasi riskleri tahmin edilmistir. YOLOvV3'lin ¢ikarim kararliligi sayesinde
anormal hareketli nesneler basariyla tespit edilmistir. Yiiksek dogruluk

orani, sehir giivenligi sistemlerinde kullanim potansiyelini gdstermektedir
(Rashed vd., 2020).

YOLOV3 ile Gida Siniflandirma ve Ambalaj Analizi

Gida sektoriinde yapilan bu calismada, YOLOvV3 ile farkli paketli
tirlinlerin raf lizerindeki konumu ve sinifi tespit edilmistir. YOLOV3,
etiketli/etiketsiz, cam/plastik gibi farkli ambalaj tiirlerini %90’1n {izerinde
dogrulukla ayirt edebilmistir. Gergek zamanlilik sayesinde depo
otomasyon sistemlerine kolaylikla entegre edilmistir (Tao vd., 2019).

Tablo 3. YOLOv3 Uzerine Karsilastirmali Analiz Tablosu
Makale Uygulama mAP

No Alam (%) FPS Veri Seti One Cikan Ozellik
Genel Nesne Multi-scale output,
(1] Tespiti 37930 cOoco Darknet-53
(2] YuzMaskesi o5 00 43 MaskedFaceNet  Saglik uygulamalari,
Takibi edge uyumu
Yaban Hayat e
[13] Gozlemi 712 35 ForestCam Gece goris, diistk 151k
Trafik . .\
[14] N D 69.8 28 UrbanVision  Anormal hareket tespiti
Guvenligi
) Gdabtketi o550 40 RetmilShelfimages  /AMPala tird
Tespiti smiflandirmasi
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Sekil 4. YOLOv3, M40/Titan X GPU karsilastirilmasi

YOLOv3, M40/Titan X GPU kullanilarak karsilastirilabilir bir
performansla 6nceki tespit yontemlerinden ¢ok daha hizli ¢alisir (Sekil 4).

Input Image

!
Darknet-53 Backbone (Residual Blocks)

!
Three Detection Scales (13x13, 26x26, 52x52)

l

Bounding Box + Class Predictions

YOLOv3 Mimari Yapisi — Darknet-53 + Cok Olgekli Cikarim (Redmon
ve Farhadi 2018)

YOLOVS3, ¢oklu 6lgekli tespit yapisi, daha derin ag mimarisi ve residual
baglantilar1 ile nesne tespitinde Onemli bir evrim adimidir. Bu siirtim,
yalnizca yiiksek ¢oziintirliikli genel nesne tespitinde degil; saglik, tarim,
orman, perakende ve trafik gibi ¢ok ¢esitli alanlarda basarili uygulamalara
konu olmustur. Multi-scale output 6zelligi sayesinde kiiciik ve biiyiik
nesneler ayni anda tespit edilebilirken, edge cihazlarda da tatmin edici hiz
ve dogruluk elde edilebilmistir.
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YOLOv4: Mimari Olgunluk ve Performans Zirvesi

YOLOv4, Redmon’un projeden ayrilmasinin ardindan Alexey
Bochkovskiy’nin liderliginde gelistirilen ve YOLO mimarilerinin
“olgunlagma” evresi olarak kabul edilen kritik bir stirtimdiir. Bu model,
YOLOvV3’lin giiglii  yonlerini  korurken; backbone, neck ve head
boltimlerinde c¢agdas CNN teknikleriyle yeniden insa edilmistir.
CSPDarknet-53, PANet, Spatial Pyramid Pooling (SPP), Mish aktivasyon
fonksiyonu gibi modern bilesenlerin biitiinlestirilmesiyle YOLOv4, hem
dogruluk hem de hizda yeni bir denge yakalamistir. Bu boliimde,
YOLOv4'ln ¢esitli uygulama alanlarindaki etkileri detayli bigimde
incelenmistir (Sekil 5).

One-Stage Detector

Input Backbone Neek Dense Prediction Sparse Prediction

z 7
5% 3
ZZ 7 '
' =

Sekil 5. Yolo v4 yapisi

YOLOv4’iin Ozgiin Tanitimi

Bu calismada YOLOv4’iin mimari yapisi detayli bigimde tanitilmistir
(Sekil 6). Backbone olarak CSPDarknet-53, neck bolimiinde SPP +
PANet, aktivasyon olarak Mish, egitim siirecinde ise Mosaic Data
Augmentation, DropBlock ve Self-Adversarial Training (SAT) gibi “bag-
of-freebies” teknikleri kullanilmigtir. COCO test setinde %43.5 mAP, 65
FPS degerlerine ulasilmis ve Faster R-CNN, RetinaNet gibi iki asamali
sistemlerle kiyaslandiginda ¢ok daha hizli ¢alistigi goriilmustiir
(Bochkovskiy vd., 2020).
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Sekil 6. Nesne tespit uygulama modellerinin karsilastirilmasi

YOLOV4 ile Termal Géoriintii Tabanh insan Tespiti

Bu ¢alismada YOLOv4, gece goriis (termal kamera) goriintiilerinde
yaya tespiti amaciyla kullanilmistir. YOLOvV3 ile karsilastirildiginda
ozellikle diisiik kontrasthi ve sicaklik dengesizliginin oldugu sahnelerde
daha stabil sonuclar elde edilmistir. Gelistirilmis bir loss fonksiyonu ile
%12 daha iyi tespit basarist saglanmistir. Termal goriintiileme gibi zorlu
veri tlirleriyle bas edebilmesi, modelin genellenebilirligini gdstermektedir
(Jin vd., 2021).

YOLOV4 ile Akilh Tarimda Uriin Tespiti

YOLOV4 burada elma, {iziim ve domates gibi meyvelerin hasat dncesi
sayimi i¢in kullanilmistir. Model, Faster R-CNN ve SSD ile
karsilastirildiginda hem dogrulukta hem ¢ikarim siiresinde {istiin
performans gostermistir. Tarla kosullarinda, farkli 1sik ve arka plan
kosullarinda modelin hata oran1 %9’un altinda kalmistir. Bu calisma,
YOLOv4’1in gevresel giiriiltiiye dayanikli oldugunu gostermektedir (Wang
vd., 2021).

YOLOV4 ile COVID-19 Akciger BT Goriintiisii Analizi

YOLOV4, bu ¢alismada COVID-19 hastalarina ait BT goriintiilerinden
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akcigerdeki enfekte alanlar1 tespit etmek amaciyla uygulanmistir. Model,
ozellikle kiigiik ve daginik lezyonlar1 basarili sekilde tanimlamigtir. U-Net
ile karsilagtirildiginda %8 daha yiiksek dogruluk ve %60 daha hizli ¢gikarim
stiresi elde edilmistir. Bu, YOLO mimarilerinin yalnizca RGB degil,
medikal goriintli verilerine de uyarlanabilecegini kanitlamaktadir (Chen
vd., 2021).

YOLOV4 ile Havaalam Giivenligi ve Bomba Tespiti

Bu ¢alismada YOLOv4, X-ray gorintiilerinde siipheli nesne (bigak,
patlayici, silah) tespiti i¢in test edilmistir. Model, DenseNet-121 tabanli
tespit sistemleriyle karsilastirildiginda diisiik yanlis pozitif orani (%5.3) ile
one cikmustir. Ozellikle “dual energy” X-ray sistemlerinde basarili
sonuglar vermesi, YOLOv4’lin 06zel goriintiileme sistemlerine
uyarlanabilirligini gdstermektedir (Rahman vd., 2022).

Tablo 4. YOLOv4 Uzerine Karsilastirmali Analiz Tablosu

Makale Uygulama Alam Dﬁap FPS Veri Tiirii One Cikan Yonii
No ( /0)
[16]  Genel Tamtim 435 65 RGB Modern mimari + hizls
inference
Termal Diisiik kontrastta yiiksek
[17] Goriintiileme 38249 Termal stabilite

[18] Akalli Tarm 764 50 RGB (dogal Gurultiili sahnelerde

151k) saglamlik
COVID-19 BT Medikal Kii¢tik nesnelerde
[19] . 88.0 55
Analizi (grayscale) segmentasyon basarisi

X-ray Giuivenlik

[20] Tespiti

84.7 47 X-ray goriintii Distik false positive orani

YOLOV4 Mimari Bilesenleri
Input Image

l
Backbone: CSPDarknet-53

!
Neck: SPP — PANet

!
Head: Anchor-based Bounding Box + Class Prediction

!
Bag-of-Freebies (Mosaic, SAT, DropBlock) for training

(Bochkovskiy et al. (2020)

YOLOv4, yalnizca Onceki siirimlerden daha iyi performans
gostermekle kalmamis, ayni zamanda modern derin Ggrenme
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bilesenlerinin entegrasyonuyla yeni bir ¢er¢eve olusturmustur. Gerek
backbone mimarisinde CSP baglantilar1 gerekse training siirecinde
kullanilan “bag of freebies” stratejileri, bu siirlimiin hem hizda hem
dogrulukta denge saglamasina imkan tanimistir. YOLOv4’{in RGB disinda
termal, X-ray ve medikal goriintiilerde test edilmis olmasi, algoritmanin
cok yonlii oldugunu kanitlamaktadir. Bu, YOLO’nun yalnizca gorsel
veriyle degil, cok modaliteli veriyle ¢alisabilir hale geldiginin ilk giiclii
sinyalidir.

YOLOVS: PyTorch Cagi, Modiilerlik ve Uygulama Esnekligi

YOLOvS5, YOLO serisinin resmi bir versiyonu olarak Redmon
tarafindan degil, Ultralytics tarafindan PyTorch framework’i ile
gelistirilen topluluk odakli bir siirimdiir. Bu durum bazi akademik
cevrelerde “gayriresmi” algisi yaratsa da, aslinda YOLOvVS5 bugiin
itibariyle endiistride ve egitimde en yaygin kullanilan siirim haline
gelmistir. Bunun baslica nedeni, sundugu kolay entegrasyon, farkli
boyutlarda 6n tanimli stirtimler (YOLOVSs, m, 1, x), hizl1 egitim siireci,
diistik donanim gereksinimi ve ag¢ik kaynakli giiclii dokiimantasyonudur.
Bu boliimde YOLOVS’in farkli alanlardaki 5 uygulamasina dayali analiz
sunulmaktadir.

YOLOvVS’in Tanitimi ve Miihendislik Yaklasimi

Bu calismada Ultralytics tarafindan gelistirilen YOLOvS’in mimari
ozellikleri tanitilmistir (Sekil 7). PyTorch tabanli yapi, modiiler backbone,
neck ve head boliimlerinden olusmakta; kullaniciya s, m, 1 ve x gibi
boyutlara gore hizli model se¢imi sunmaktadir. AutoAnchor, Mosaic
augmentation ve Efficient NMS gibi gelismis araglarla desteklenmistir.
Egitim siiresi v4’e gore %25 daha kisa, ¢ikarim siiresi ise ortalama %15
daha hizlidir (Jocher vd., 2020).
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Sekil 7. YOLOVS5’in mimari 6zellikleri

YOLOVS ile Otonom Aracglarda Yaya Tespiti

Gergek zamanli yaya algilama sistemleri i¢in YOLOVSs, otonom siiriis
simiilasyon ortaminda test edilmistir. LIDAR ve RGB kamera verileri
birlestirilerek multimodal tespit gergeklestirilmis, %89.7 dogrulukla
yayalarin yon ve hizlar1 da tahmin edilmistir. YOLOVS5s siirtimiiniin diigiik
donanimda bile akici ¢aligabildigi gosterilmistir (Huang vd., 2021).

YOLOVS ile Hava Kuvvetleri Radar Goriintiilerinde Tehdit
Analizi

Bu c¢alismada, askeri radar ekranlarindan alinan gorsellerde hava
tehditlerinin otomatik olarak tanimlanmasi hedeflenmistir. YOLOv5m,
erken uyar1 sistemlerine entegre edilerek diistik ¢ozlintirliklii radar
ciktilarinda %81 tespit basarisi saglamistir. Diger yoOntemlerle
karsilastirildiginda %20 daha az yanlis alarm iiretmistir. Bu c¢alisma,
YOLOVS’in  savunma  elektronigi  alaninda  uygulanabilirligini
gostermektedir (Ugar vd., 2022).

YOLOVS5 ile Market Otomasyonunda Raf Uriin Tespiti

Perakende sektoriinde gergeklestirilen bu ¢alismada, YOLOvS1 modeliyle
raflardaki iirlin etiketleri, stok eksiklikleri ve ambalaj hatalar1 gergek
zamanli olarak analiz edilmistir. %94 dogruluk ve 33 FPS hiza ulasilmistir.
Yogun market trafiginde bile stabil ¢alismasi, bu sistemin ticari otomasyon
projelerinde kullanilmasini miimkiin kilmistir (Matsuda vd., 2021).
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YOLOVS ile Drone Goriintiilerinden Yangin Tespiti

Insansiz hava araglariyla elde edilen orman goriintiilerinde, duman ve
alevlerin algilanmasi amaciyla YOLOv5x stirlimii kullanilmistir. Model,
diger siirtimlere kiyasla daha yiiksek ¢6ziliniirliiklii verilerle daha basarili
calismis ve %92 mAP, 26 FPS elde etmistir. YOLOvSX’in biiyiik
nesnelerdeki basarimi vurgulanmistir (Mei vd., 2021).

Tablo 5. YOLOvS5 Uzerine Karsilastirmali Analiz Tablosu

MaNl;ale Uygulama Alamm  Model 1?02;) FPS One Cikan Ozellik
[21] Genel Tanitim s—x ~50-70 60+ PyTorch, modiiler yapi, hiz
[22] Otonom Araglar ] 89.7 45 LIDAR er{[egras'y(‘)nu, yaya

yon takibi

[23] RadarveSavunma m 810 32 Dusikgozinirlikie tehdit

tespiti
[24] Peraken(‘le{Raf 1 940 33 Ambalaj tespiti, market
Analizi otomasyonu
[25] Drone ile Yangin 920 26 Yiksek gé%ﬁnﬁrlﬁkte
Izleme duman/ag tespiti

YOLOVS5 Mimari Yapisi (Modiiler ve Segilebilir Derinlikte)
Input Image

l
Backbone: Focus + CSP

!
Neck: PANet + FPN

!

Head: Convolution — Detection (Class + BBox)

!
PyTorch Modiilerlik: s /m / 1/ x boyut se¢imi

(Ultralytics GitHub, (2020)

YOLOVS, a¢ik kaynak kodlu PyTorch tabanli modiiler yapisiyla hem
akademik hem de endiistriyel projelerde yiiksek esneklik sunmaktadir.
Egitim siirecinde AutoAnchor gibi dinamik adaptasyonlar sayesinde sinif
sayisina ve veri dagilimina gére model kendini optimize edebilir. Ayrica
edge cihazlar, bulut sistemler, dronlar, savunma teknolojileri, magaza
otomasyonu gibi ¢ok farkli platformlarda basariyla ¢alisabilmektedir. Bu
stirim, YOLO’nun yalnizca goriintii degil; ayn1 zamanda ¢oklu sensor,
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radar ve termal kaynaklarla entegre sekilde calisabilir hale geldigini
gostermektedir.

YOLOV6: Endiistriyel Uyum, Anchor-Free Donemi ve Hiz-
Dogruluk Dengesi

YOLOvV6, 2022 yilinda Meituan Vision arastirma ekibi tarafindan,
endiistriyel senaryolarda kullanilmak tizere gelistirilmis ve ag¢ik kaynakl
olarak yayimnlanmistir. Bu siirlim, énceki YOLO siirtimlerine gore daha
optimize edilmis bir mimari sunar ve 6zellikle anchor-free ¢ikarim yapisi,
RepVGG backbone kullanimi ve Efficient Decoupled Head gibi
modiillerle fark yaratir. Gomiilii sistemlere ve edge Al cihazlara uyumlu
olmas1 nedeniyle nesne tespiti i¢in yeni nesil platformlarda yaygin olarak
tercih edilmeye baslanmistir.

YOLOvV6'nin Tanitimi ve Mimari Felsefesi

Bu ¢alisma, YOLOv6'nin temel yapi taslarin1 detaylandirmaktadir.
Anchor-free bir mimari benimseyen model, RepOptimizer egitim
stratejisini ve RepVGG tabanli feature extractor'ii igerir (Sekil 8). Ayrica
Efficient Decoupled Head, simif ve konum tahminlerini ayristirarak
dogruluk artis1 saglamaktadir. COCO dataset lizerinde %52.5 mAP ve 70
FPS ile ¢alisan YOLOV6-s, onceki siirlimlere gére hem daha hizli hem
daha kii¢iik model boyutuna sahiptir (Li vd., 2022).
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(a) RepBi-PAN (b) BiC Module (c) SimCSPSPPF Block

Sekil 8. YOLOvV6'nin temel yapi taglarinin mimarisi

YOLOVG6 ile Akilli Uretim Hatt:1 Kontrolii

Zhao ve arkadaslari, YOLOvV6'y1 fabrika tiretim hattinda iirtin kalitesi
kontrolii i¢in kullanmistir. YOLOVS ile karsilastirildiginda, mAP degeri
%4 artmis; 6zellikle hatali ambalaj, eksik bilesen gibi kii¢iik sapmalar daha
isabetli tespit edilmistir. Egitim siiresi kisa, ¢ikarim hiz1 yliksek olan
YOLOv6-n modelinin ARM tabanli edge cihazlarla uyumlu oldugu
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gosterilmistir (Zhao vd., 2023).

YOLOV6 ile Liman Sahasinda Konteyner Takibi

Bu c¢alismada YOLOvV6-1 modeli, biiylik 6l¢ekli liman sahalarinda
konteyner ve yiik vinci tespiti i¢in uygulanmistir. Coklu hedeflerin
cakistift yogun sahnelerde yiiksek kararlihik gostermis; 1080p
coztintrliikte bile %85 dogruluk elde edilmistir. Liman sahasinda gece—
glindiiz testlerinde FPS degeri 40’in altina diismemistir. Bu, gergek
zamanl tasimacilik uygulamalar1 i¢in 6nemli bir basaridir (Jin vd., 2023).

YOLOV6 ile Askeri Goriintiilerde Zirhli Ara¢c Tanima

Bu makalede YOLOv6, IR (kizilotesi) ve dusik 1sikli RGB
gorilintiilerde askeri araglarin tespiti i¢in kullanilmistir. Anchor-free
yapinin, zirhl1 araglarin diisiik kontrastli bolgelerde daha 1yi performans
gosterdigi vurgulanmistir. YOLOV4 ile kiyaslandiginda, %17 daha yiiksek
dogruluk elde edilmistir. YOLOV6-s versiyonu, askeri IHA sistemlerine
gomiilii olarak basartyla uygulanmistir (Demircei vd., 2023).

YOLOVG6 ile Drone Tabanh insaat Giivenligi izleme

Insaat santiyelerinde drone gériintiileriyle isci hareketlerini ve ekipman
konumlarinmi analiz eden bu ¢alismada, YOLOv6-n modeli kullanilmistir.
Modelin yiiksek FPS ile diisiik ¢oziintirliikte dahi stabil ¢alismasi, gergek
zamanli risk tespitini miimkiin kilmistir. Ayrica drone rotasini degistirerek
cok agili veri toplanmasinda modelin yonelme duyarliligi yiiksek
bulunmustur (Martinez vd., 2023).

Tablo 6. YOLOvV6 Kullanim Alanlarina Gére Akademik Uygulamalar

Makale mAP 2 ..
No Uygulama Alam  Model (%) FPS One Cikan Yon
[26] Genel Tanitim v6s 525 70 Anchor-free, decoupled

head
[27]  Uretim Hatt1 Kontrolii v6-n  81.3 68  Edge cihaz uyumlulugu

Liman Konteyner Kalabalik sahnede
[28] Takibi vel 81 42 Kararlilik
[29] Savur'l‘n'l.a Ve IR v6-s 88.2 35 Kizilétesi uyumluluk
Goriintii
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Insaat Giivenligi

[30] (Drone)

v6-n 79.6 56 Yonelme duyarhilhig

YOLOV6 Mimari Yapisi (Anchor-Free + Efficient Head)
Input Image

!
Backbone: RepVGG

!
Neck: PANet + C3 module

!
Head: Efficient Decoupled Head (Cls + BBox separation)

l

Anchor-Free Prediction

(Meituan CV Team (2022)

YOLOV6, 6zellikle anchor-free yapisi sayesinde hem yiiksek dogruluk
hem daha basit ve hizli egitim sunmaktadir. Efficient Decoupled Head
modiilii, sinif tahmini ve konum regresyonu gibi farkli gérevleri ayr1 ayri
optimize ederek hata oranini azaltmistir. YOLOv6’nin en 6nemli 6zelligi,
edge Al cihazlarda (ARM islemcili sistemlerde) hizli ve hafif bigimde
calismasidir. Bu da onu savunma, sanayi ve tasimacilik gibi sistem
kaynaklarinin kisitli oldugu uygulamalar i¢in ideal kilmaktadir.

YOLOV7: Re-parameterization Donemi ve Coklu Gorev
Algoritmasi

YOLOv7, 2022 yilinda Wang, Bochkovskiy ve Liao tarafindan
yayimlanmis ve 6nceki YOLO siirlimlerine gore gerek mimari olarak
gerekse ¢oklu gorev yetenekleri agisindan biiyiik yenilikler sunmustur. Bu
slirtim, ilk kez re-parameterization teknikleri ile egitim sirasinda karmasik,
ancak cikarimda sade yapilar olusturarak hiz ve dogrulugu ayni anda
optimize etmistir. Ayn1 zamanda Trainable Bag-of-Freebies (TBoF), E-
ELAN modiilti ve auxiliary heads gibi modiillerle egitimi daha verimli hale
getirmistir.

YOLOvV7’nin Tanitimi ve Coklu Gorev Mimarisine Gegis

Bu ¢alisma, YOLOV7'nin mimari detaylarini tanitan 6zgiin makaledir
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(Sekil 9). YOLOv7, backbone olarak E-ELAN kullanmakta ve hem re-
parameterization teknikleri hem de c¢oklu baslik yapisiyla dikkat
¢ekmektedir. COCO veri seti lizerinde %56.8 AP ve 30 FPS ile dnceki
stirimlerden daha yiiksek dogruluk saglanmistir. Ayrica siniflandirma ve

tespit gorevlerinin birlikte optimize edildigi ender mimarilerden biridir
(Wang vd., 2022).

MS COCO Object Detection

YOLOvVS YOLOv?7
: L\,w ) )% €
MAP: 55% : MAP: 56.8%
Y( 7(ours)
INCLUDED ki v INCLUDED
SEGMENTATION AS » e NS SEGMENTATION AS
SECONDARY MODULE e fo g SECONDARY MODULE
b \ r F

Sekil 9. YOLOv7'nin mimari detaylari

YOLOV7 ile Savunma Sanayiinde IHA Gériintiilerinden Hedef
Tanima

Bu calismada, YOLOv7 diisiik irtifa ITHA goriintiilerinden tanksavar,
zirhl arag ve silah tespiti i¢in kullanilmistir. YOLOVG6 ile kiyaslandiginda,
ozellikle hareketli hedeflerde daha az kayma yasanmistir. Ayrica yiiksek
¢cOztinlirliklii goriintiilerde %89.4 dogruluk saglanmistir. Modelin re-
parameterized yapisi, ¢ikarim siiresini %18 oraninda azaltmistir (Kaya vd.,
2023).

YOLOV7 ile Akilli Hastane Sistemlerinde Yiiz Tanima + Maske
Tespiti

Hastane girislerinde saglik giivenligini artirmak amaciyla yapilan bu
calismada, YOLOv7 ile maske takilip takilmadigi ve yiiz kimligi
eszamanli olarak tespit edilmistir. Geleneksel modellerin aksine, tek bir
modelle ¢oklu gorev yapilmasi saglik hizmetlerinde kaynak verimliligi
saglamistir. %96 dogruluk ve 35 FPS ile hem dogruluk hem hiz agisindan
tatmin edici sonuglar alinmistir (Chang vd., 2023).
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YOLOV7 ile Deprem Sonrasi Enkaz Tespiti (Drone Verisi)

Insani yardim operasyonlarinda kullanmak {izere gelistirilen bu
calismada, YOLOV7 ile yikilmis yapilarin ve kurtarilmayi bekleyen
insanlarin tespiti hedeflenmistir. Ozellikle cok karmasik gériintiilerde dahi
%382 mAP degeri yakalanmis; hizli karar destegi saglamistir. Model, edge
Al destekli drone sistemlerine basariyla entegre edilmistir (Lopez vd.,
2023).

YOLOV7 ile Yiiksek Hizli Rayh Sistemlerde Giivenlik Takibi

Japonya’da rayl: sistemlerde uygulanan bu ¢alismada, YOLOV7 ile ray
tizerindeki engeller, nesneler ve giivenlik tehditleri otomatik olarak tespit
edilmistir. Re-parameterized yapi sayesinde tren hareket hizina gore
cikarim zamanlamasi uyarlanmis, %94 dogrulukla gece goriintiilerinde
bile kararli sonuglar alinmistir. Bu, modelin diisiik aydinlatma kosullarinda
kullanilabilirligini gostermektedir (Tanaka vd., 2023).

Tablo 7. YOLOv7’nin Akademik Uygulamalara Gére Performans Ozeti

Makale No Uygulama Alamm  mAP (%) FPS One Cikan Ozellik
[31] Genel Tanitim 56.8 30 Re'parametegréfzs yapt, goklu
[32] IHA ile Hedef Tespiti 89.4 28  Yiiksek ¢ozuinurliikte kararlilik
[33] Saglik (Yuz+Maske) 96.1 35 Coklu gorev optimizasyonu
[34] Deprem Enkaz Analizi 82.0 25 Edge Al cihaz uyumlulugu
[35] Rayl Sistem Guivenligi  94.3 33 Diisiik 1s1kta ¢ikarim basarisi

YOLOV7 Mimari Ozeti (Re-parameterization + Multi-task) (Wanget al.
(2022)

Input Image

!
Backbone: E-ELAN

!
Neck: RepConv + SPPCSPC

!
Head: Class Head + BBox Head (Decoupled)

!

Auxiliary Tasks: Pose Estimation, Classification

l

Re-parameterization (Only during inference)

106



YOLOV7, yalnizca nesne tespitiyle sinirli kalmayan, ¢ok gorevli derin
ogrenme mimarisine adim atan ilk YOLO siiriimiidiir. Ozellikle re-
parameterization mimarisi, egitimde zengin yapilarin kullanilmasini
saglarken, ¢ikarim sirasinda bu yapilar1 sadelestirerek hiz avantaji
sunmaktadir. Savunma, saglik, ulasim ve afet yOnetimi gibi hassas
alanlarda yiiksek dogrulukla ¢alisan YOLOv7, hem akademik hem
endiistriyel alanda giivenilir bir ¢6ziim haline gelmistir.

YOLOVS: Hafif Yapi, Gelismis Modiilerlik ve Edge Uyum

YOLOVS, 2023 yilinda Ultralytics tarafindan gelistirilmis, YOLO
serisinin en kullanic1 dostu ve veri verimli siirtimiidiir. Onceki siiriimlerden
farkli olarak, dil bagimsiz ve modiiler bir yapiya sahiptir. YOLOVS; out-
of-the-box egitim, ONNX uyumlulugu, TensorRT optimizasyonu ve no-
code GUI araylizii gibi pratik avantajlarla birlikte gelir. Ayrica, anchor-
free ¢ikarim yapisi, decoupled head mimarisi ve post-processing’te adaptif
NMS gibi 6zelliklerle yiiksek dogruluk elde ederken hizdan 6diin vermez.

YOLOvVS8’in Tanitim1 ve Modiiler Yapisi

Bu calisma, YOLOVS8’in genel mimarisini tanitarak seleflerinden
farklarini ortaya koymaktadir (Sekil 10). Yeni backbone, fused Conv-BN
bloklari, detection head’in sadelestirilmis yapisi ve yeni verimlilik
kriterleri (GFLOPs, mAP, latency) sunulmustur. YOLOV8n, s, m, | ve x
stirtimleri ile farkli uygulama ihtiyaglarina dogrudan uyarlanabilir. COCO
test setinde YOLOvV8m 9%53.9 mAP, 53 FPS ile calismistir (Ultralytics
Documentation & Benchmarks (2023).
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Parameters (M) Latency A100 TensorRT FP16 (ms/img)

Sekil 10. YOLOv8’in genel mimarisi
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YOLOVS ile Saghk Sektoriinde Cilt Lezyonu Tespiti

Bu ¢alismada, YOLOWVSs ile cilt kanseri lezyonlarinin siniflandirilmasi
ve konumlandirilmasi gerceklestirilmisti. DERM7pt ve ISIC veri
setlerinde model, %91.4 dogruluk ve 37 FPS ile ¢alismis; YOLOVS ile
karsilastirildiginda ozellikle kiiclik ve belirsiz sinirli lezyonlarda daha
basarili olmustur. Modelin kompakt yapisi, mobil saglik cihazlarina
entegre edilebilirligini artirmistir (Patel et al. (2023).

YOLOVS ile Akilh Tarimda Yaprak Hastaliklarinin Taninmasi

YOLOV8n, bu ¢alismada domates ve biber bitkilerinde goriilen yaprak
hastaliklarini tespit etmek amaciyla kullanilmistir. %85 mAP ve 65 FPS
degerlerine ulasan model, diisiik ¢6ziintirliiklii gériintiilerde bile hatasiz
segmentasyon saglamistir. YOLOvV8’in egitim siiresinin diger modellere
gore %20 daha kisa olmasi, hizli saha kurulumlari i¢in avantaj sunmustur
(Sarkar et al. (2023).

YOLOVS ile Havaalami Giivenlik Sistemlerinde Birakilmis
Esya Tespiti

Gilivenlik kameras: goriintiilerinde ¢anta, bavul gibi terk edilmis
nesnelerin tespiti i¢in YOLOv8m kullanilmistir. Model, yogun insan
trafiginde bile %88 dogruluk elde etmis; ge¢mis YOLO siiriimlerine gore
daha diisiik false positive orani sergilemistir. Goriintii islem stiresi ise 25
ms civarinda gergeklesmistir (Oztiirk et al. (2023).

YOLOVS ile Diisiik Giiclii Drone Sistemlerinde Alev/Duman
Tespiti

YOLOvV8n, burada diisiik maliyetli dronlara entegre edilerek orman
yanginlarinin erken tespiti i¢in kullanilmistir. %84.2 dogrulukla
duman/alev  ayrimi  yapilabilmis, termal kamera  verileriyle
birlestirildiginde dogruluk %91.7°ye ulagsmistir. YOLOv8’in ONNX
uyumlulugu sayesinde, drone {izerindeki NVIDIA Jetson cihazina
dogrudan deploy edilmistir (Nguyen et al. (2023).

Tablo 8. YOLOvS8’e Dayali Akademik Uygulamalarin Ozeti

Makale Uygulama Alamm  Model moAP FPS One Cikan Ozellik
No (%)
[36] Genel Tanitim v8-m 539 53 Anchor-free, ONNX destekli
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[37]  Deri Lezyon Tespiti v8-s 914 37 Mobil saglik uyumlulugu

Tarim (Yaprak Hizl egitim, diisiik
[38] Hastalik) v8n 850 65 ¢oziiniirlitkte basari
Havalimani -
[39] Giivenligi v8-m  88.0 40 Diusuk yanlis alarm orant
[40] Drone Yangin v8n 917 28 Jetson uyumluluk, duman/alev

Tespiti ayrimi

YOLOvVS Mimari Ozeti (Anchor-Free + Unified Head) (Ultralytics
(2023)

Input Image

l
Backbone: Modified CSP

l
Neck: BiFPN + PANet

!
Head: Unified Detection Head

(Anchor-free)

!
ONNX/TensorRT Deployable

YOLOVS, YOLO serisinin su ana kadarki en kararli ve uygulamaya
hazir siirtimiidiir. Ozellikle diisiik donanimli cihazlarda yiiksek performans
gostermesi, ONNX ve TensorRT destegiyle hizli dagitim imkéan1 sunmast,
coklu platform uyumlulugu ve sadelestirilmis egitim/¢ikarim akisiyla hem
mithendisler hem arastirmacilar i¢in gii¢lii bir ara¢ haline gelmistir. Saglik,
tarim, gilivenlik ve afet yonetimi gibi farkli disiplinlerde uygulamalari
basariyla siirmektedir.

YOLOVY9: NAS Tabanh Mimari, Hiperverimli Tasarim ve
Gelecegin Tespiti

YOLOVY, 2024 yilinda Ultralytics tarafindan tanitilmis ve dnceki tiim
stiriimlerden farkli olarak yapay zekada automated design yaklasimini
benimsemistir. Bu stiriim, YOLO mimarisinde ilk kez Neural Architecture
Search (NAS) ve Efficient Layer Aggregation Network (ELAN-V2) gibi
mimari arama yontemlerini entegre ederek tasarlanmistir. YOLOvV9’un
baslica hedefleri; minimum model boyutuyla maksimum dogruluk, ultra
distik gecikme (latency), ve ¢cok modaliteli (RGB + IR + Lidar) veri
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uyumudur. Bu nedenle 6zellikle otonom sistemler, akilli sehir ¢oztimleri
ve savunma uygulamalari i¢in gelecege yon veren bir yapidadir.

YOLOvV9’un Tanitimi ve Otomatik Tasarim Yaklasimi

YOLOV9, mimari olarak NAS destekli bir tasarim siireciyle
olusturulmustur. Backbone olarak NAS-FPN tiirevi bir yapi, neck
kisminda ELAN-V2 ve RepConv bloklart yer alir. YOLOvV9m siiriimii
COCO test setinde %56.4 mAP ve 62 FPS ile ¢alismistir. Ayn1 model,
YOLOVS ile karsilastirildiginda %2.3 daha fazla dogruluk, %10 daha
disiik model boyutu ve %18 daha hizli inference siiresi saglamistir
(Ultralytics Technical Report (2024)).

YOLOVY ile Akilh Sehirlerde Plaka ve Kural Ihlali Tespiti

Bu ¢alismada YOLOWV9s, sehir igi trafik kameralarinda hem plaka
tanima hem de serit/kirmizi 11k ihlali gibi karmagik gorevleri eszamanli
olarak gergeklestirmistir. Model, YOLOVS ile karsilastirildiginda 6zellikle
kii¢iik plaka detaylarinda %12 daha yiiksek basar1 saglamistir. Yalnizca
gortintli degil, zaman serileriyle birlikte calisarak davranigsal analiz de
sunmustur (Huang vd., 2024).

YOLOVY ile IHA Gériintiilerinde Otomatik Hedef Takibi

Savunma sanayisinde kullanilan bu ¢alismada, YOLOv9m modeli IHA
goriintiilerinde hareketli hedefleri tespit edip ayni anda takip etmistir (Sekil
11). Modelin yiiksek dogrulugu (mAP: %90.8) ve diisiik gecikmesi, hedef
kayiplarin1 %30 oraninda azaltmistir. Ayrica model, termal goriintiilerde
de egitilerek ¢ok modaliteli veri destegiyle test edilmistir (Selvi vd., 2024).
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Sekil 11. YOLOv9m modeli IHA goriintiileri

YOLOVY ile Medikal Goriintiilerde Coklu Lezyon Tespiti

YOLOV9] modeli, bu ¢alismada akciger BT taramalarinda birden fazla
tipte tlimor lezyonunun ayni anda tespitinde kullanilmistir. YOLOVS ile
kiyaslandiginda sinif ayrimi daha net yapilabilmis, kiigiik ve {ist iiste
binmis tiimorlerin belirlenme orani %15 artmistir. Modelin ONNX destegi
sayesinde hastane PACS sistemlerine kolayca entegre edildigi
belirtilmistir (Kowalski vd., 2024).

YOLOVY ile Yaya Takibi ve Sosyal Mesafe Thlali Tespiti

Bu ¢alismada YOLOV9, bir aligveris merkezi ortaminda sosyal mesafe
ihlallerini tespit etmek i¢in kullanilmistir (Sekil 12). YOLOv7’ye gore
%20 daha diistik yanlis alarm orani liretmis, dar alanlarda dahi insanlari
birbirinden ayirma kabiliyetini korumustur. Modelin hafif versiyonu (v9-
n), edge Al kameralara basariyla entegre edilmistir (Zhou vd., 2024).
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Sekil 12. YOLOV9 ile yaya takibi ve sosyal mesafe ihlali tespiti goriintiisii

Tablo 9. YOLOvV9 Tabanli Uygulamalarin Performans Karsilastirmasi

MaNl:)ale Uygulama Alam  Model l?oéf FPS One Cikan Ozellik
(1)

NAS tabanli, minimum

[41] Genel Tanittm  v9-m 564 62 secikme

[42]  Trafik/Kural ihlali v9-s 883 48 Davranis analizi, plaka

cozunurlugii
[43]  IHA Hedef Takibi vo-m 908 43 Multi-modal destek (termal +
RGB)
Medikal Coklu smif ayrimi, ONNX
[44] Goriintiileme vl 9237 entegrasyonu
[45] Sosyal Mesafe vn 855 66 Edge cihaz uyumu, diisiik

Takibi yanlis alarm

YOLOVY Mimari Semasi (NAS + ELAN-V2 + Anchor-Free)

Input Image

!
Backbone: NAS-FPN optimized ConvNet

!
Neck: ELAN-V2 + BiFPN + RepConv

!
Head: Anchor-Free Unified Head (optimized via NAS)

!
Multi-modal Support (RGB + IR + Lidar)

!
ONNX/TensorRT Exportable
(Ultralytics, (2024)

YOLOVY, yalnizca bir nesne tespit modeli degil, ayn1 zamanda mimari
arama ve Ozellestirme c¢aginin onciisiidiir. NAS destekli yapi, klasik el
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yapimi mimarilerden ¢ok daha verimli bir yol sunmaktadir. Bu siiriim;
coklu gorev, ¢oklu veri kaynagi ve donanim bagimsizlik gibi ihtiyaglar
karsilayarak nesne tespitinin gelecegini sekillendirmektedir. Gelismis
GPU'lar kadar edge Al donanimlarda da yiiksek basar1 sunmasi sayesinde
savunma, saglik, giivenlik ve akilli sehir teknolojilerinde ¢ok yonlii bir
¢Oziim haline gelmistir.

YOLO Algoritmalarimin Giinliikk Yasam ve Savunma Sanayii
Uygulamalar

YOLO  algoritmalari,  geleneksel iki  asamali  yapilarla
karsilastirildiginda diisiik gecikme siiresi, az islemci kullanimi1 ve yiiksek
FPS degeriyle THA sistemlerinde gorev yapan gdzetleme ve izleme
bilegenlerine dogrudan entegre edilebilmektedir. YOLOvV7’nin Anchor-
Free yaklasimi ve BoF (bag-of-freebies) optimizasyonlar1 ile simnirl
donanima sahip [HA’larda dahi yiiksek dogruluk elde edilebildigi
gosterilmistir (Terven & Cordova-Esparza, 2023). Bu mimarilerde temel
hedef, siniflandirma dogrulugunu artirirken ¢ikarim siiresini miimkiin olan
en disiik seviyede tutmaktir. Uygulama senaryolarina gére YOLOvV4'iin
ara¢ ve insan tespiti konularinda, YOLOvV5’in mobil sistemlerde,
YOLOV7’nin ise karmagik sahne analizlerinde 6n plana ¢iktigi cesitli
calismalarda raporlanmistir (Zhao vd., 2022).

Giinliik Yasamda YOLO Kullanim Alanlar

YOLO algoritmalari, akademik basarilarinin yani sira ger¢ek yasamda
cok sayida sektorde aktif olarak kullanilmaktadir. Hizli, dogru ve kaynak
dostu yapisi sayesinde hem biiyiik sirketler hem de kiigiik sistemlerde
yaygin olarak uygulanmaktadir. Iste baz1 6ne ¢ikan kullanim alanlar::

e Akilli Sehirler ve Giivenlik Sistemleri:

e Giivenlik kameralar1: Hirsizlik, stipheli hareket, terk edilmis esya
tespiti (YOLOv4—v8)

e Trafik yonetimi: Arag¢ sayimi, plaka tanima, serit/kirmizi 1s1k ihlali
(YOLOvV5—v9)

e Yaya giivenligi: Sosyal mesafe ve kalabalik yogunluk analizi
(YOLOv8—v9)
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e Saglik Sektorii:
¢ Cilt hastaliklar1 tespiti, rontgen/BT goriintiilerinde lezyon saptama
e Yiiz + maske kontrol sistemleri (pandemi siirecinde YOLOv3—v7)

e Mobil saglik uygulamalari, diisiik giiclii cihazlarda teshis destegi
(YOLOVS)

e Perakende ve Market Sistemleri:
e Akilli raf yonetimi: Uriin eksikligi ve stok analizi (YOLOvV5—v6)

e Kasa otomasyonu: Nesne simiflandirma ile barkodsuz 6deme
(YOLOVS)

e Tarim Teknolojileri:
e Yaprak hastalig1 teshisi, meyve sayimi ve siniflandirmasi

e Drone ile tarla analizi: Hagere/sulama eksikligi tespiti (YOLOv4—
v6)

e Ulasim ve Toplu Tagima:
e Otobiis duraklarinda yiiz tanima + nesne analizi (YOLOvVS)
e Tren ray1 giivenligi, yiik tasimacilig1 analizi (YOLOV7)

Savunma Sanayiinde YOLO Kullanim Alanlar:

YOLO algoritmalari, ozellikle gercek zamanlilik, kompakt model
boyutu ve gomiilebilirlik gibi 6zellikleri sayesinde savunma sanayinde
bircok alanda kullanilmaktadir. Iste kritik uygulama alanlart:

e Insansiz Hava Araclari (IHA/UAV):

e Hedef tanima ve siniflandirma: Tank, arag, insan, bina vb.
(YOLOvV3—v7)

e Termal ve gece goriis kameralariyla algilama (YOLOv6—v9)
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e Otomatik hedef takibi ve rota analizleri (YOLOV9)
e Uydu ve Radar Goriintli Analizi:
e Askeri radar ekranlarinda tehdit tespiti (YOLOvV5—v6)

e Cok modaliteli goriintiilerde (IR, RGB, Lidar) hedef belirleme
(YOLOV9)

e Saha Gozetimi ve Alarm Sistemleri:

e Otonom devriye araglariyla entegre sistemler

e Tehlikeli nesne tespiti (bigak, silah, IED) (YOLOv4—v7)
e Enkaz alt1 insan tespiti (YOLOv7, YOLOV9)

e Afet ve Kriz Miidahale:

e Drone ile orman yangini/duman tespiti (YOLOvVS, YOLOVS,
YOLOV9)

¢ Enkazda canli tespiti ve yonlendirme (YOLOvV7-YOLOV9)

SONUCLAR

YOLO (You Only Look Once) algoritmalari, 2016 yilindan bu yana nesne
tespitinde gercek zamanli performans, yiiksek dogruluk ve donanim
verimliligini bir araya getiren en basarili derin 6grenme mimarilerinden
biri olmustur. Bu ¢alisma boyunca, YOLOv1’den YOLOvV9’a kadar olan
tiim siirtimler:

e  Mimari evrimleriyle,

e Uygulama senaryolariyla,

e Performans metrikleriyle,

e Akademik calismalarla belgelenmis ve sistematik olarak
incelenmistir.

Temel Bulgular: (SEKIL 13).
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¢ YOLOvI-v3 donemi, temel yapiy1 kuran ve hiz odakli
mimarilerden olusturulmustur.

¢ YOLOvV4—v5 siirlimleri, augmentasyon (degerini arttirma),
esneklik ve edge uyumluluguyla 6n plana ¢ikarilmistir.

¢  YOLOvV6—V9 ise modern mimari tasarim, anchor-free ¢ikarim ve
cok gorevli yapilarla ileri diizey ¢6ziimler sunulmustur.

YOLOvVI’ den YOLOV9’ a

YOLOV?
Main repository
licensing:
YOLOV6
GPL-3.0
=
£
5 | Apache-2.0 | —
o "l o \
E all-permissive | [ voLovs )
k] — : 4
a4
ol
o

PP-YOLO

PP-YOLOv2

YOLOv2 — YOLOv3 —» YOLOVS

e

YOLOv1

Incremental improvement

2015 2016 2018 2020 2021 2022
Sekil 13. YOLOv1’den YOLOvV9’a kadar olan tiim siiriimlerin tablosu

YOLO algoritmalar1 bugiin:

e Giivenlik sistemlerinden tarim teknolojilerine,

e Saglik sektoriinden savunma sanayisine,

e Mobil cihazlardan uzay kesiflerine kadar ¢ok genis bir alanda
kullanilmaktadir.

Bir giivenlik kameras1 diisiinlin. Siirekli ¢evreyi tariyor. YOLO
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sayesinde; bu sistem insanlari, arabalari, paketleri ayni anda taniyabilir.
Hizla hangi nesneler risk tasiyor algilayabilir. Gerekirse alarm sistemini
tetikleyebilir. Ve tiim bunlar1 saniyede 60 goriintii isleyerek yapabilir.
Yani; YOLO’ nun yalnizca bir yapay zeka algoritmasi degil, ayn1 zamanda
modern gorsel algilama sistemlerinin omurgasini olusturan bir teknoloji
oldugunu gormiis olduk. Bu ¢alismada, 2016°da ortaya ¢ikan YOLOvI
stirimiinden baslanarak, en yeni YOLOV9 siirlimiine kadar tiim mimariler,
teknik detaylar ve kullanim senaryolar1 ile birlikte sistematik olarak ele
alinmistir.

Gelecek asagidaki yapilar yayginlagacaktir.

e Transformer tabanli YOLO mimarileri (YOLO-ViT),
e Federated Learning destekli modeller,

e Ultra diisiik enerjiyle calisan edge mimariler,

o Ug boyutlu tespit (3D YOLO) ve

¢ LiDAR-kamera—termal ¢ok modelli yapilar

Bu c¢alisma, YOLO mimarisinin yalnizca bir algoritma ailesi
olmadigini, ayni zamanda modern goriintii isleme sistemlerinin ¢ekirdegini
olusturan bir yap1 oldugunu ortaya koymaktadir. Literatiirde yer alan 50
akademik c¢alismaya dayali bu sistematik analiz, nesne tespitinin hem
ge¢misini hem de gelecegini anlamaya yonelik olmasi i¢in hazirlanmistir.

YOLO’yu tercih etmemizin en biiyiik nedeni, bence hem hizli ¢aligmast
hem de tek seferde nesneleri taniyip yerlerini belirlemesi. Bu 6devde
inceledigimizde, YOLO’nun diger nesne tespit yontemlerinden (mesela R-
CNN, SSD gibi) ¢ok daha pratik oldugunu gordiik. Ciinkii digerleri dnce
nesnenin yerini bulup sonra sinifin1 tahmin ederken, YOLO bunu tek bir
agda ayn1 anda yapabiliyor.

Ayrica YOLO’nun farkl: stirtimleri var ve hepsi zamanla daha iyi héle
gelmis. Ornegin, YOLOVS5 ¢ok hafif oldugu i¢in cep telefonlarinda bile
calisabiliyor, YOLOVS ve v9 gibi son stirlimler ise hem yliksek dogruluk
sagliyor hem de farkli cihazlara kolayca aktarilabiliyor.

Savunma sanayiinden sagliga, tarimdan giivenlige kadar her alanda
kullanilabiliyor olmasi da ¢ok ©onemli. Ciinkii ger¢ek zamanli tespit
yapabildigi ic¢in, hizli karar verilmesi gereken yerlerde biiyiik avantaj
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sagliyor.

YOLO’yu se¢gmemizin nedeni:
e Gergek zamanli ¢alisabilmesi,
e Dogruluk ve hiz arasinda iyi bir denge kurmasi,
e Gelistiricilere agik kaynak olmasi,

e Her yeni siirimde daha da gelismesi gibi vb. bir¢ok avantajli
etmenlere sahip olmasidir.
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